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Preface

to help develop more aspirant-friendly engineering entrance tests, the need to standardize the selection processes and

their outcomes at the national level has always been felt. A combined national-level engineering entrance examination
has finally been proposed by the Ministry of Human Resource Development, Government of India. The J oigf—"E_n_tm_ncc Examination
(JEE) to India’s prestigious engineering institutions (I[Ts, IIITs, NITs, ISM, IISERs, and other engineering ¢olleges) aims to serve
as a common national-level engineering entrance test, thereby eliminating the need for aspiring:éngineers to sit through multiple
entrance tests. r e '

While the methodology and scope of an engineering entrance test are prone to change, there dre two basic objectives that any
test needs to serve: ’ .

1. The objective to test an aspirant’s caliber, aptitude, and attitude for the engin eering field and profession.
2. The need to test an aspirant’s grasp and understanding of the concepts of the subjects of study and their applicability at the
grassroots level, ' :

Students appearing for various engineering entrance examinations cannot bank solely on conventional shortcut measures to
crack the entrance examination. Conventional techniques alone are not enough'as most of the questions asked in the examination
are based on concepts rather than on just formulae. Hence, it is necessary. for students appearing for joint entrance examination to
not only gain a thorough knowledge and understanding of the concepts but also develop problem-solving skills to be able to relate
their understanding of the subject to real-life applications based on these concepts.

This series of books is designed to help students to get an all-roundigrasp of the subject so as to be able to make its useful appli-
cation in all its contexts. It uses a right mix of fundamental principles and concepts, illustrations which highlight the application of
- these concepts, and exercises for practice. The objective of gach beok'in this series is to help students develop their problem-solving
skills/accuracy, the ability to reach the crux of the matter, an@l}_he;spced to get answers in limited time. These books feature all types
of problems asked in the examination—be it MCQ&(_ouc or more than one correct), assertion-reason type, matching column type,
comprehension type, or integer type questions. These problems have skillfully been set to help students develop a sound problem-
solving methodology. h

Not discounting the need for skilled and guided practice, the material in the books has been enriched with a number of fully
solved concept application exercises so that every step in learning is ensured for the understanding and application of the subject.
This whole series of books adopts@ multi-faceted approach to mastering concepts by including a variety of exercises asked in the
examination. A mix of questions helps stimulate and strengthen multi-dimensional problem-solving skills in an aspirant,

Itis imperative to note that this book would be as profound and useful as you want it to be. Therefore, in order to get maximum
benefit from this book, we recommend the following study plan for each chapter.

Step 1: Go through the entire opening discussion about the fundamentals and concepts.

Step 2: After learning the theory/concept, follow the illustrative examples to get an understandi ng of the theory/concept,

Overall the whole content of the book is an amalgamation of the theme of mathematics with ahead-of-time problems, which
equips the students with the knowledge of the field and paves a confident path for them to accomplish success in the JEE.

With best wishes!

While the paper-setting pattern and assessment methodology have been revised many times over and newer criteria devised

GuANsHYAM TEWANI
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1.2 Algebra

CONSTANT AND VARIABLES

In r2athematics, a variable is a value that may change within
the scope of a given problem or set of operations.

In contrast, a constant is a value that remains unchanged,
thourgh often unknown or undetermined.

Dependent and Independent Variables

_ Variables are further distinguished as being either a dependent

variable or an independent variable. Independent variables
are regarded as inputs to a system and may take on different
values freely.

Dependent variables are those values that change as a conse-
quence to changes in other values in the system.

‘When one value is completely determined by another, or of
several others, then it is called a function of the other value
or values. In this case the value of the function is a dependent
variable and the other values are independent variables. The
notation f{(x) is used for the value of the function f with X repre-
senting the independent variable.

For example, y = f(x) = 3x% here we can take x as any real
value, hence x is independent variable. But value of y depends
on value of x, hence y is dependent variable.

WHAT IS FUNCTION

To provide the classical understanding of functions, think of
a function as a kind of machine. You feed the machine raw
materials, and the machine changes the raw materials into a

finished product based on a specific set of instructions. The
kinds of functions we consider here, for the most part, take ina

real number, change it in a formulaic way, and give out a real

number (possibly the same as the one it took in). Thifik ofithis

as an inpur—ouiput machine; you give the functioman iﬁput:‘énd
it gives you an output.

INPUT x

¥
’j FUNCTION'f;

QUTPUT f{x)

Fig. 1.1

For example. the squaring function takes the input 4 and
gives the output value 16, The same squaring function takes the
input | and gives the output value 1.

A function is always defined as “of a variable™ which tells us
what to replace in the formula for the function.

For example, flx) = 3x +2 tells us:

e The function fis a function of x.

e To evaluate the function at a certain number, replace
the x with that number.

* Replacing x with that number in the right side of the func-
tion will produce the function’s output for that certain
input.

e In English, the above definition of fis interpreted, “Given
a number, f will return two more than the triple of that
number.”

Thus, if we want to know the value (or output) of the func-
tion at 3:

flx)=3x+2
f3)=33)+2=11

Thus, the value of fat 34s 11.

Note that f{3) means the value of the dependent variable
when “x” takes on the value of 3. So we see that the number 11
is the output of the function when wegive the number 3 as the
input. We refer to the input as the argument of the function (or
the independent variable), and to theouiput as the value of the
function at the given argument (or the dependent variable). A
good way to think of it'is the dependent variable f(x) depends
on the value of the ifidependent variable x.

The formal definition of a function states that a function is
domain of thefunction with the elements of another set called
the range of the function. For each value, we select from the
domain_ef the function, there exists exactly one correspond-
ing elementin the range of the function. The definition of the
funetion tells us which element in the range corresponds to the

‘element we picked from the domain. Classically, the element

picked from the domain is pictured as something that is fed

‘into the function and the corresponding element in the range
18 pictured as the output. Since we “pick” the element in the

domain whose corresponding element in the range we want to
find, we have control over what element we pick and hence this
element is also known as the “independent variable”. The ele-
ment mapped in the range is beyond our control and is “mapped
to” by the function. This element is hence also known as the
“dependent variable”, for it depends on which independent
variable we pick. Since the elementary idea of functions is
better understood from the classical viewpoint, we shall use it
hereafter. However, it is still important to remember the correct
definition of functions at all times,

To make it simple, for the function f{x), all of the possible x
values constitute the domain, and all of the values flx) (v on the
A-y plane) constitute the range.

SCIACHAEN A function is defined as f(x) = x* - 3x.
(i) Find the value of f(2).
(ii) Find the value of x for which f(x) = 4.
Sol.
(i) fi2)=(2Y-3(2)=-2
(i) flxp=4
=2-3x=4 =-3xr-4=0
= (r—4)x+1)=0 =x=4o0r-1
This means f{4) =4 and fi-1)=4.



IEE o JCAP A If f is linear function and f(2) = 4, f(-1)
= 3, then find f(x).
Sol. Let linear function is fix) = ax+b

Given fil2)=4 =2a+b=4 (1)
Also f(-1)=3 =-a+b=3 (2)
Solving (1) and (2) we get a = % and B ?
Hence, f(x)= x+310
T X241 .
A function is defined as f(x) = e
x—

Can f(x) take a value 1 for any real x?
Also find the value/values of x for which f(x) takes the
value 2.

Xt +1

Sol. Here fix) =

3x-2
= xX*+1=3x-2

= x*-3x+3=0.
Now this equation has no real roots as D < 0.

Hence, value of f{x) cannot be 1 for any real x.
For f(x) = 2 we have ;_ il

x—2

or xX*+1l=6x—-4dorx®—6x+5=0
or (x-1Dkx=5=0

8F x=1:5

W2l RN Find the values of x for which the fol-
lowing functions are defined. Also find all possible values
which functions take.

x-2 2%

(iii) flx)= ;_—l

(i) flx) = E (ii) flx) =

x+1 x—-3

Sol.

(i) fix)= ——l;—l is defined for all real values of x except when
X
x+1=0

Hence. fix) is defined for x€ R— {—11].

1
Lety= —
x+1 |
Here we cannot find any real x for which y = P 0
X+
For y other than 0’ there exists a real number x.
1
Hence, — : e R—{0}.
x=2 .
(i) flx)= i is defined for all real values of x except when
x-3=0.
Hence. f(x) is defined for x € R — (3)
x=2
Lety= 2
=3

Number System, Inequalities and Theory of Equations 1,3

x—2
x—3

Here we cannot find any real x for which y =

=1
Note: When ~—

o
which is absurd.

=1, wehavex -2 =x-3 or-2 = -3

For y other than ‘1” there exists a real number x.

Hence, € R—{1}.
x+1
2% . &
(iii) fix) = " is-defined for all real values of x except when
e
x-1=0

Hence, f(x) is defined for‘x e R—{I}

2 -
fot yas
x-—1
= - 2
Here we cannot find any real x fér which y = xl =2
P

2x

Note: When 1 =2, we have 2x = 2x - 2 or 0 = -2 which

X —

is absurd,

For y otherthan *2’ there exists a real number x.

L, 2 c R-{2).
x—1

X, x<l
. If flx) = ¢3x-2, 0< x<2, then find

¥+l x>2

the value of f(—1) + f(1)-+ f(3).

Also find the value/values of x for which f(x) = 2.

Sol. Here function is differently defined for three different
intervals mentioned.

For x = —1, consider fix) = x*
= fi-1)=-1

Forx = 1, consider fix) =3x-2
= fll)y=1

For x = 3, consider fix) = x> +
= f(3)=10

= fi-D+AD+f3)==1+1+10=10

Also when fix) =2,

for x* =2, x=2'", which is not possible as x < 0.

for 3x—2 =2, x = 4/3, which is possible as 0 < x < 2.
For x* + 1 =2, x = %1, which is not possible as x> 2.
Hence, for fix) = 2, we have x = 4/3.

INTERVALS

The set of numbers between any two real numbers is called
interval. The following are the types of interval.
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Closed Interval . If S<x<d4=0<x<25

xe [abl={r:asx<b) In fact a < b = a® < b follows only when absolute value
= . » of a is less than the absolute value of b or distance of a

< L

- 9

4 . from zero is less than the distance of & from zero on real
Fig. 1.2 - . number line.
Open Interval (x) Law of reciprocal:
xe (a b)orla b] =(x:a<x<b] If both sides of inequality have same sign, while taking
< © o > its reciprocal the sign of inequality gets reversed. i.e., a
a b 1 1 11
Fig. 1.3 >b>0= ;<E anda<b<0= ;>3
Semi-Open or Semi Closed Interval Buf if both sides _of inequa}ity haw? oppos.ite sign, then
, while taking reciprocal sign of inequality does not
xela bl or [ b]={x:a<x<b) change, i.e.
- & o—»
“ b a<l<b= ) < A
Fig. 1.4 @ b
xe Ja, b) or(a bl={x:a<x<b}
< O - > L2 € [—l-.'l-l, if @and b have same sign
a b Ifrefabl= {4 T
Fig. 1.5 £ e{a—m& i] u{% w]. if a and b have opposite signs
X 4
Note: _ ¢
e A set of all real numbers can be expressed as (—ee, o) _. .
ex € (~o0 a) U(b, ) =>x € R~ [a, b] a Find the values of x* for the given values
of x.

ex € (—eqa] U[b, ) =>x€ R—(ab)
Mx<2 o (iHx>-1 (i)x=22 (ivx<-1
INEQUALITIES Solf _

@) Wﬁﬁn x<2wehavexe (-, 0) U [0,2)

Some Important Facts about Inequalities "Ad
P 9 fgr): e [0,2), x> [0,4)

The following are some very useful points to remember: ' forx € (= eo, 0), 22 € (0, o)
(i) a<beithera<bhora=b = forx<2,x' e [0.4)0 (0, =)
(ii) a<band b <c= a < e (transition property) = xe [0, )
(iii)y a<b=-a>-b. ie., inequqlily sign reverses if both (il) When x>—1 we havex & (- 1, 0) [0 )
sides are multiplied by a negative number forx e (=1,0),x¢e ©,1)
(iv) a<bandc<d=a+c<b+danda-d<b-c for % € [0, =), & [0, 69)

(v) If both sides of inequality are multiplied (ordivided) by
a positive number, inequality does not change. When
both of its sides are multiplied (erd},vi&ed} by a negative
number, inequality getseversed.

ie,a<h= ka<kbif F>Qandka>kbifk<0

= forx> -1,x22€ (0, 1) U0, =)
= xe€ [0, o)

(iii) Here x € [2, =)
= x'e [4,)

(iv) Here x €(=o0, —1)

(vi)y O<a<h=a<bifr>0anda >bifr<0 = x*e (1,)
P l j
OV - B2amRS 0 and equality holds for a = 1 SRR Find the values of 1/x for the given
| values of x.
(viii) a+— <-2 for a <0 and equality holds for a = -1 (i) x>3 (i) x < =2 (iii) x € (=1, 3) - {0}
a
(ix) Squaring an inequality: Sol.
If a < b, then @ < b* does not follows always: (i) Wehave3 <x<eo
Consider the following illustrations: i 4 1 o
= —>—>——(— oo means tends to infinity)
2<3=4<9,but4<3=16>9 3 x 9

Alsoifxr>2= >4 butforx<2 =120 — 0<L<-l—
3

f2<x<4=4<x?<16 &

f2<x<4=0<x<16 (B Ve Ba ek et
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I iz 4§ = (@x-1+222VxeR
~ ._;_.m);)__z or 25 (x=1)2+2<o
1 1 1 1 1
= >—>— )
— =0 x =2 = 2 G—1Ve2
1 1
= 1 1
= € (0=
| x 2 - x> —2%43 [ 2 :[
(iii) x& (-1,3)-{0) { 1
= xe(-1,00u(0,3) (iii) — = 7
x—x=1 1Y 5
Forxe (-1,0) o |
. 2 4
1 1 1 ;
—>—> - 1
-1 x =0 [x——] 20,VxeR
(here — 0-means value of x approaches to 0 from its left 2
hand side or negative side) 1Y ‘5 5
= (x——) ——=>-> Vxe Ré
= —l>—>-c 2 4
X
. ) For , We must.have
x ol _3
For xe (0, 3) 2 4
1 L DAY W
>—>— | M M0 o
-0 x 3 (x 2) 45[ -4'0)""'(0’ )
(here — 0" means value of x approaches to 0 from its B’ 4
right hand side or positive side) = ——}——1—5 € |5 |V0)
PR . E-‘”‘E] 1
x 3
= 1 < i, < - (2) '_ R2CluCRE Find all possible values of the following
3 ox _ expressions;
From (1) and (2), L €(—co, 1)U (%WJ (i) Vx* -4 (ii) 9-x* (iii) \/x* -2x +10
X
{ Sol.
Note: Forxe R— {0}, —e R—{0} M Jx*-4
% .
Least value of square root is 0 when ¥ =4 or x =+2. Also
Find all possible values of the following X2-420
expressions: ' Hence, x* -4 € [0, ).
x 1 s 1 1
() (i) —— i) < P e ¥
x*+2 x*—2x+3 ¥ —x-1 ) Vo—x
Least value of square root is 0 when 9 — x* =0 or x = 43,
gol. Also, the greatest value of 9 — x*is 9 whenx =0
(i) We knowthat *>0x e R. ’ ’
= x*+222. VxeR Hence, we have 0 <9 -2 <9 =+/9-x € [0, 3].

ofr 25 (x*+2)<e

=

1 (i) Vx*—2x+10 = J(x-1)?+9

’ x![+2 1 Here, the least value of +/(x— 1)* +9 is 3 when x— 1 = 0.
= 0S5 Also (x— 1) +9>9 =[x~ +9 >3

(i) 1 : Hence, m € [3, =).

P -2x+3  (x=-1p+2
Now we know that (x- 1?20V xe R.

- >0
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GEINERALIZED METHOD OF INTERVALS FOR
SOL.VING INEQUALITIES '

Let F()=(x—a)"(x-a,)?..(x—a, )" (x—a,)"

RECSCRREIE Solvex’—x-1<0.
Sol. Let’s first factorize x* — x— |,

Forthatletx* —x—1=0

x_li\/l+4_1i\/§

2 2

where k. k, ...k € Zanda, a,, ..., a, are fixed real numbers
satis fying the condition =

a<ag<a<..<d4a . <a
1 2 3 H

n-|

For solving F(x) >0 or F(x) <0, consider the following algo- Now or: number line (x-axis) mark x = %

rithrn: ' : 2

e We mark the numbers a, a,, ..., a, on the number axis and < + = +
put the plus sign in the interval on the right of the largest ; l—[f; 1+Lr’s'
of these numbers, i.e., on the right of a . S

e Then we put the plus sign in the interval on the left of a,
if k is an even number and the minus sign if £ is an odd
number. In the next interval, we put a sign according to the
following rule:

¢ When passing through the point a _, the polynomial
F(x) changes sign if k_, is an odd number. Then we
consider the next interval and put a sign in it using the
same rule.

e Thus we consider all the intervals. The solution of the
inequality F(x) > 0 is the union of all intervals in which
we have put the plus sign and the solution of the inequality
F(x) < 0 is the union of all intervals in which we have put

the minus sign.

Y

Fig. 1.7

From the sign scheme of x* —x — 1 which shown in the given
figure.

1-B /5 )
2 ___h]

et e () = ,re[—.——v
2

Example 1.12 ' Solve (x = D(x =2)(1 -2x) > 0.

Sol. We ha¥e (x = B)(x=2)(1 - 2x) > 0

orf T ~(x-2)2x-1)>0
(¥< Dx-2)2x-1)<0

Frequently used Inequalities or /
On number line mark x=1/2, 1, 2
(i) x—ax—-b)<0=x€ (a b),wherea<bh S o - _ 3 -
(i) x—a)x-b)>0=xe (—eo,a) U (b, =2), Wwherea<b 1}2 1| l2 i
(iii) ¥*<a’=x¢€ [-aa] ’
Fig. 1.8

(iv) X*2a*=xe (~o,-alula, =)
(v) Tfar+bx+c<0,(a>0)=xe (o f), where o, (< B)are When x > 2, all factors (x - 1). (2x — 1} and (x — 2) are posi-
roots of the equation ax* +bx + =0 tive.
(vi) Fa®+bx+¢>0,(a>0)= xe (—o, d) W (B, =), where Hence, (x — 1)(x=2)(2x = 1) >0 forx> 2.
o, ff (o < ) are roots of the equation ax® + bx+e=0 Now put positive and negative sign alternatively as shown
- in figure.
Hence, solution set of (x = D)(x =21 =2x)>0or (x — 1)

Example 1.10 }
=X ] (x=2)2x - 1) <0 is (=0, 1/2) LU (1, 2).

Solve x* - x= 250,
Sol. ©-x-2>0

= x-2x+1)>0 Solve (2x + 1) (x —3) (x+ 7)< 0.
Nowxe—x-2=0=x=-1, 2.
Now on number line ( x-axis) mark x =—-1 and x = 2,

_Examp le 1.13 §

Sol. (2x+1D)(x—-3)x+7)<0

Now whenx>2, x+ I >0andx-2>0
= (x+Dx=-2>0
when—-Jl<xy<2,x+1>0butx-2<0)
= +1Dx-2)<0
whenx<—1,x+1<0and x-2<0
= (x+1Dx-2)>0
Hence, sign scheme of x* —x — 2 is
+ - +
I
ol e

Fig. 1.6

From the figure, ¥ —x=2> 0, x € (—eo, —1) U (2, 22).

")

Sign scheme of (2x + 1) (x = 3) (x + 7) is as follows:
- + - +

A

| | I
-7 -1/2 v 3

Fig. 1.9

Hence, solution is (—ee, =7) W (—1/2, 3).

Example 1.14 (RIS 2 .

= £—3<[}
v

(We cannot crossmultiply with x as x
can be negalive or positive)



- 2—3x <0
s
5 Ix=2 50
X
- (x-2/3) N
X
Sign scheme of (E-215) is as follows:
) X
s + = * P
= T I »
0 213
Fig. 1.10
= X € (=0, 0) L (2/3, )
Example 1.15 (RN e
Sol. 2 g
3x-5
= 3 -320
3x-5
2x-3—
- x 9x+15 =0
3x=3
=~ 12 .
= At =0
3x-5
" Tx-12 <0
3x-5
Sign scheme of 7x~]52 is as follows:
X ==
- 13 - s .
- | | >
5/3 1217

Fig. 1.11

=5 xe (5/3.12/7] o
x=5/3 1s not included in the seluotions as at x = 5/3 denomi-
nator becomes zero.

| Solvex > q,’(l'—--_é.:;}.

Sol. Given inequality can be solved by squaring both sides.
But sometimes squaring gives extraneous solutions which
do not satisfy the original inequality. Before squaring we
must restrict x for which terms in the given inequality are well
defined.
x> 4f(I—x) . Here x must be positive.
Here J: is defined only when | —x 20 orx<1 ()
Squaring given inequality but sides x> > 1 —x

_'_‘E][x—_”‘/g]m

2 2

/S —1%+f5
i e

_Example 116

=2 xr+x=1>0=> {_r-—

= x< (2)
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From(l)and(Z)xE[‘Ez-l,l} (as x is +ve)
Example 1.17 [ERHITRs 2 -8 —2':-150.
— , x"=x+1 x+1 x" +1
Sol. : 2 _ 1 _2;:—120

x—x+1 x+1 x+1
2
. 2(x+D—(x —;H-l)—(Zx—ll}Zo
(x+D(x"—x+1)

e 2— —

= _~ET) 2): 2 >0
(x+D(x"—x+1D
—(x—2 1

- (x 1)(x+) >0
(x+D(x"—x+1)

=5 _Ezig 0.4where x #1
X =x+1

= 2—x20, x4, (a8’ —x+1>0forVxe R)
= x<2, x#~1

Solvexr(x +2)%(x - 1)%(2x = 3)(x - 3)* 2 0.

Sol. Let B'=x(+ 2 (x — 1)°*(2x - 3)(x - 3)".

Here for x, (x - 1), (2x — 3) exponents are odd, hence sign
of £ changes while crossing x = 0, 1, 3/2. Also for (x + 2),
(x — 3) exponents are even, hence sign of E does not change
while crossing x = -2 and x = 3.

Further for x > 3, all factors are positive, hence sign of the
expression starts with positive sign from the right hand side.

The sign scheme of the expression is as shown in the fol-
lowing figure.

- - + = + -
= A | I 1 | -
-2 0 1 3n 3

Fig. 1.12

Hence, for E =2 0, we have x € [0, 1] w [3/2, )

Example 1.18 §

Solve x(2* = 1)(3* = 9)(x-3) < 0.

_Example 1.19 |

Sol. Let E = x(2* - 1)(3*'=9)(x - 3)
Here2'- 1=0=x=0and when3' -9=0=x=2
Now mark x =0, 2 and 3 on real number line.
Sign of E starts with positive sign from right hand side.
Also at x = 0, two factors are 0, x and 2* — 1, hence sign of E
does not change while crossing x = 0.
Sign scheme of E is as shown in the following figure.
+ + - +
T I T
0 2 3
{ x
]
\

& =1

A
Y

Fig. 1.13

From the figure, we have £ <0 forx € (2, 3).



1.8 Algebra

2
7 +1
SE o ICHIPIE Find all possible values of .rz
x+1
i=2

= y-2y=x+1

Sol.Lety=

_ 2y+1
y=1

= x

2y+12
y—1

Now x'20= 0

2
Nowx*20= —— =20

y_

= y<=1/2 or y>1

Solving Irrational Inequalities

Solve Jx—-22>-1.

Example 1.21

Sol. We must have x — 2 = 0 for «/x—2 to get defined, thus x

=2

Now +/x—2 >-1, as square roots are always non-negative.
Hence, x = 2.

Note: Some students solve it by squaring it both sides for which
x— 2 21 orx =3 which cause loss of interval [2, 3).

Solve Vx—1>+/3-x.

Sol. \/x—1>+/3—x is meaningful ifx —1 20 and 3 - x> ()
or [<x<3 _ (1),
Also  Vx-1>+3-x
Squaring, we havex—1>3 —x

= = (2)
From (1) and (2), we have 2 <x < 3.

Example 1.23 BROICE TN T NN

_Example 1.22 |

Sol. x +\/;2 \/; -3 is meaningful Qn:l__)_r_:when x20 (1)
Now x+\/; = f -3
= x2-3 (2)

From (1) and (2), we have x 2 0.

Solve (x* —dWx?-1<0,
Sol. (¥*—4Wx*-1<0

We must have x> =120
or x-—Dx+1)=20
or x<-lorxz1 (1)

Also (X =4 x =1<0

= x*=-4<0

Example 1.24 |

= -—-2<x<2 (2)
From (1) and (2), we have x e (-2, - 1] U [1, 2)

ABSOLUTE VALUE OF x

Absolute value of any real number x is denoted by [x| (read as
modulus of x).

The absolute value is closely related to the notions of magni-
tude, distance, and norm in various mathematical and physical
contexts.

From an analytic geometry point of view, the absolute value
of a real number is that number’s distance from zero along the
real number line, and more generally the absolute value of the
difference of two real numbers is the distance between them.

Let’s look at the number line:

0 X

- L | TR S | i 1 [T Y RN 1 1 .
-« { yT ) TR T T T b e T ¢ T T >

Fig. 1.14

The absolute valuef x, denoted “|x|” (and which is read as
“the absolute value of x*).is the distance of x from zero. This is
why absolute value is never hégative; absolute value only asks
“how far?”, not “inwhich direction?”. This means not only that
|3] = 3. because 3 is.three units to the right of zero, but also that
|-3| = 3, because —3 i three units to the left of zero.

When the number inside the absolute value (the “argument”
of the absolute'value) was positive anyway, we did not change
the sign-when we took the absolute value, But when the argu-
ment was negative, we did change the sign.

If x> 0 (that is, if x is positive), then the value would not
change when you take the absolute value. For instance, if x =2,
then you have |x, = |2| = 2 = x. In fact, for any positive value of
x (or if x equals zero). the sign would be unchanged, so:

Forx=0, x| =x

On the other hand, if x < 0 (that is, il x is negative), then
it will change its sign when you take the absolute value. For
instance, if x = -4, then |x] = [-4] = + 4 = —(-4) = —x. In fact,
for anv negative value of x, the sign would have to be changed,
s0:

Forx <0, |x| =—x

x, x20

—x, x<0

Thus |x| = {

Also \[-F=Ix|zj'x' x20

l—.::, x<0
le.,2= \E_ = ,,‘(—2)3 - [(—2)3 J”! — -2 isabsurdas \/x_" =|xl

=2y =1=21=2

Thus square root exists only for non-negative numbers and its
value is also non-negative.

Some students consider \/Z =+2 . which is wrong.

In fact \[(—4)’ =|-4|=4



(1—-\5)2 :Il-ﬁ|=\f2_—l etc.

Also some students write v/ x* =+ x which is wrong, infact,

JF:Iﬂ:{x‘ x20

-x, x<0

Also a?< b*=> J4? <fp? = la| <|b|

. Graph of function flx) = y = |x|

b 0 *1 +2 13

Fig. 1.15

We can see that graph of y =
where y =0, hence [x{ 2 0.

Jx| isin 1" and 2™ quadrant only

B Solve the following:
(ii)x*~|x|-2=0

(i) x| =5
Sol.

(i) Lxl = 3, i.e., those points on real number Imc which are at
distance 5 units from “0”, whiéh are —Siand 5.

Thus, xj=5=x=x5
(i)

X=ki-2=0
= |P=Ix-2=0
= (x| -2)x|+ 1)=0
= k=20 +1x0)

= x=x2

_Example 1.26 |
expressions are defined:

Find the value of x for which following

(i)

1
\/x—lx! ()\/xﬂxl

Sol.

) x—x=0,ifx=20
(i) x o=

x+x=2x,ifx<0

Number System, Inequalities and Theory of Equations 1.9
= a— ixi <0 forall x

=% \/— does not take real values for any x € R
—lxl

= \/— is not defined for any x € R.
(i)
s x+x=2x,ifx=0
X+ x
x—x=0,if x<0

= m is defined only when x>0

What is the geometric meaning of |x — y|?
[x — y| is the distance between x and y'on the real number
line. !

Example 1.27
Mx-2/=1
Sol.

(i) [x—2|=1, ie, those points on real number line which are
distance | units'from 2.

Solve the following:
(if) 241 = %] =3

< —o I @ >
6 1 2 3
Fig. 1.16
“As'shown in the figure x = 1 and x = 3 are at distance 1
units from 2,
Henge, x=1o0rx=3.
Thus [x-2{=1

= X—2=xF]

=% x=10ork=3
(ii)

2+ 1P=|jx+1|=3
2+ 1P—|x+1|-3=0
2+ 1P=3x+ 1|+ 2x+1|—-3=0
Qe+ 1]=-3)x+ 1|+ 1)=0
2x+1|-3=0
b+ 1]=3/2
x+ 1 =%372
x=12orx==-52

11| 1 | 1 1

-a,x2d
lx—al= , where a>0
a-x, x<a

F(x), f(0)20

G, Fx)<0" where y = f{x) is any

In general, | f(x) i={

real-valued function.

_Example 1.28

| Solve the following:
(i) p-2[=(x-2)

(i) x+3/=-x-3

(i) Jx? —x| =x?—x
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(iv) [xP-x=2[=2+x-x?

Sol.
() |x-2|=(x-2),ifx-2200rx=2

Gi) |x+3|=-x-3,ifx+3<00rx<~-3

INx=1=21+IJx=1-3I=(x-1-2)—-(Vx=1-3)
WJx=1=-2Z20andx—1-3<0

=
=
= 2<+x-1<3
=
=

(iii) [x*—x|=x-x ifx*-x20 4<x-1<9
= x(x-1)=0

= x€ (—oo, 0] U[],e0)

5<x<10

(V) P —x-2=2+x-x e« R Prove that

= x-x-250 -2, x<-1
= (-2 @x+1<0 NP +2x+1-+/x7=2x+1 =42x, -1<x<1

e 2, x>1

Solve 1-x=+/x* -2x+1. Sol. x?+2x+1—3x*—2x+1
Sol. 1-x=+/x"=2x+1 : = e K12 —f(x—1)?
l—x=qf(x=1) & o S

Example 1.29 |

=)
= l-x=lx-1l ~x—1-(1-x), x<-1
= 1-x20 =<sx+1-(1-x), —-1<x<1
= x=1 x+1=(x=1), x>1

L2CLCRIEI Solve |3x - 2| = x. (-2, x<-1

Sol. |3x-2|=x =12x, -1 x<]1

Case (i) - L

When3x-220o0rx=2/3

For which we have 3x-2=xorx= 1.
Case (ii)

When3x-2<0orx<2/3

For which we have 2 — 3x=xorx= 1/2. (i) For 2 <x <4, find the values of |x].

Hence, solution set is {1/2, 1}. _ (ii) For —3 <x £-1, find the values of |x|.

_Example 1.34 |

(iii) For — 3 <x < 1, find the values of |x|.

Example 1.31 JEEIEINES Sl

(iv) For —5 <x <7, find the values of |x - 2|.

Sol. x> — 1=1x
—s 2 ol rwhen x>0 (v) For 1<x<S5, find the values of [2x - 7|.
or x*—1==xwhenx<0 Sol
1+4/5 :
P¥-—x—1=0=x= 2\[_-'(35!;{2'-0) (i) 2<x<4
' ,f_ Here values on real number line whose distance lies
r+r-l=0=x= m. (asx<0) betwern 2:90d 4, .
Here values of x are positive = x| € (2, 4)
i) —3<x<—
_Example 132 [S0IE @ ~3Sxs-1

Here values on real number line whose distance lies
{x+3_4m +\/x+8—6m -1 between 1 and 3 or at distance 1 or 3.

=1s|x=<3

Sol. [x+3—4x—1 +yx+8—6yx—1 =1 (iif) -3 <x<1

For—-3<x<0, |x € (0, 3]
= Jx—l-4/r-1+4+x-1-6/x—1+9 =1 ForOsx<1,|xe [0, 1)
Sofor—3<x<l,|xje [0,1)u(0,3]orxe [0,3]

2 2
= IxoT-2F +4lfx-1-3F =1 Y. R
= ffx=1=214 fx—1=F =1 =-7<x-2<5

=20<k-2{<7




(vi 1<sx <5
=2 =2x< 10
= 5<2x-7<3
=|2x-7 € [0,5]

For x € R, find all possible values of
(i) 4 — |2x + 3|

Example 1.35 |
(i) k-3[-2
Sol.

(i) We know that x-3|20V xe R
= x-3-22-2

= |x=-3|-2€[-2,)

(ii) We know that [2x+3|=20V xe R
= —[2x+3/<0
= 4-[2x+3]<4
or 4-[2x+3|€ (o, 4]

Find all possible values of

(i) \4—-/x*

_Example 1.36 §

@ Jixl-2 (ii)

3-lx-11

Sol.

(i vixI1-2

We know that square roots are defined for non-negative
values only.
[t implies that we must have |x| -2 2 0.

=JlxI-220

(i) 3—1x—11 is defined when 3 —|x =1/ =>0
But the maximum value of 3 — |x~ [|is 3 when [x — 1| is 0.
Hence, for V3= 1x—=11 to get defined, (<3 - |x - 1] < 3.

= i-lx-lle [0.43]

Alternatively, x— 1120
= —|x-120
= 3-@x=1]Z3

But for \/3—|x~1| to get defined, wc'..mlrst'havé
0<3-p-1|<3=0< V3-4%—1l< 3

(i) y4—yx" = a1
=0
= —l=0
= 4-|x<4
But for V4—1x1 to getdefined0<4 - |y <4

= 0<4-1xl=2

Solve [x - 3|+ |x-2|=1.

Example 1.37 4
Sol. [x-3|+x-2|=1
x =3+ x=2l=C-x)+(x-2)
x-3<0andx-220
x<3andx 22
2 ya3

L4y
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Inequalities Involving Absolute Value
(i) | <a(where a>0)

It implies those values of x on real number line which are
at distance a or less than a.
* ) g ] = *
-a 0 @

Fig. 1.17

=-asx2a

eg <2=-2<x<2

¥ <3=>-3<x<3

In general, |[f(x)| <a (wherea>0) = -a<flx) <a.
(i1) |x| =za (where a>0) .

It implies those values of x on real number line which are
at distance a or more than a -

* — T — >

—a 0 Sl

Fig. 1.18

=SxS—-aorx2a

eg lf23=x<=3orx23.

Al >2=x<s20rx=2

In general )| >a= fix) < -a or fix) 2 a.
(iii) a < |x|< b (where a, b> 0)

It implies those value of x on real number line which are at
distance equal a or b or between « and b.
ST ——
~b —it - 0 @ b

Fig. 1.19

= [=bh,—a]wula b]
eg. 254 =xel-4,-2]1(2, 4]

(iv) [x+ y| < x| + [y if x and y have opposite signs.
|x — y| < |x| + || if x and y have same sign.
Ix + y| = |x] + |y| if x and y have same sign or at least one of
x and y is zero.
[x—y|=|x| + |y| if x and y have opposite signs or at least one
of x and ¥ is zero.

2T CRIET  Solve x’—4|x| +3 < 0.

Sol. xX—4x +3<0

(= 1) -3) <0
I<p<3
-3<x<-lorl<x<3
xe (-3,-1)u(l, 3)

Luuy

2SR Solve 0 < x| <2.

Sol. We know that || >0,V xe R
But given x| >0=x#0
Now 0 < |x| <2

= xe (-2,2),x20
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Solve [3x-2| < 4.

Sol. [3x-2|<4
= -4<3x-2<4
= —-2<3x<6
= -2B<x<2

Solve1<|x—-2|<3.

Sel. 1<[x-2|<3
= =-3<x-2<-lorl<x-2<3
= —1<x<lor3<x <5
= xe [=l, 171w [3,5]

Solve 0 < |x— 3| <5.
Sol. O<|x-3|<5
= —5<x-3<0or0<x-3<5
= -—-2<x<3o0r3<x<8
= xe[-2,3)u(38]

Solve | |x =1 -2| <5.

Sol. ||x-1]-2j<5
= —-S5<lx-1|-2<5
= -=-3<k-l|<7
= [-1|<7

= -T<x-1<7
= -6<x<8

_Example 1.41

Solve | x -3| =2 2.

_Example 1.44 3
Sol. |x-3|>2

= x—3<-2ora-322
= x=<lorx=5

LR Solve | x| —3]> 1.

Sol. ||x-3/>1
= [-3<=lor|d-3=]
= kl<2orx>4
= -2<x<2orx<—4ofE=4

| Solve [x— 1|+ [x-2|24.

Sol. Let fix) = |x— 1| + x— 2|

A. B. f(x) C.flx)=4 D.AnC
x<1 l—x+2-x|3-2x24=x<-2/3|x<-1/2
=32
1€x<2|x—-1+2-x|124, not possible
=1
X 52 x=14+x=-2|2x-324=x272 |(x=27/2
=2x-3

Hence, solutions is x € (—eo,—1/2] U [7/2, o).

Solve |x + 1] + [2x - 3| = 4.

Sol. Let fix) =jx + 1| + |[2x = 3|

A, B. flx) C.f(x)24 |D.ANnC
x<-—I —l-x+3-|2-3x=4 | Nosuchuxexists
2x =x==-2/3
~1<x<32 |x+1+3-2x|4-x=4 =0
= x=0
x>3/2 x+1+2x-3|3x—2=4 x=2
==

Hence, solutions set is {0, 2}

Solve fe| + jr ~ 2] =2.

Sol. We have |x| +x—2|=2
= k+hk-2l=x-(x-2)
= xx-2)<0
= <x<2

Solye |28 3| + [x 1| = jr - 2.

Sol. ij—3|+[x~'1|:|(_21-3)—(x~])l
= 2x-3)x=-1D=0
= 1sx=32

Example 1.49 |

Solve p* +x -4 = [x* - 4| + [x|.

Sol. . [e? o x — 4| = |x* — 4] + x|
= x(*-4)20
= ax-2)x+2)20
= xel[-2,0]U2, =)

_Example 1.50 |

I JEAM  If|sinx +cosx|=|sinx|+ |cosx] (sinx,cosx
# 0), then in which quadrant does x lie?

Sol. Here we have [sin x + cos x| = [sin x| + |cos x].

1t implies that sin x and cos x must have the same sign.

Therefore, x lies in the first or third quadrant.

NECTERIEYIE s tan x + cot x| < |tan x| + [cot x| true for

any x ? If it is true, then find the values of x.

Sol. Since tan x and cot x have always the same sign,

tan x + cot x| < |tan x| + |cot x| does not hold true for any value
of x.

£=3 120 g 0522+
x+1 x+1

2x-2
x+1

-4
= ——=<0 and 0%
x+1



= x>-land {x<-lorx>1}
= ]

Solve [x? — 2x| + [x — 4] > |x? - 3x + 4|.

Sol. We have Ixz-‘fo+]4—x|>p-2-2x+4_x]
= (x*-20@-x<0
= x (x-2)x-4)>0
= xe€(0,2)uU(4,=)

— Concept Application Exercise 1.1. |—

x+3, x<1
1. Iffx)= {x*, 1< x <3, then which of the following is greatest ?
2-3x,x>3
A0). f3), id). A2)

2. If f{x) is quadratic function such that f0) = — 4, f{1) =— 5 and
fi- 1) =-1, then find the value of f(3).
3. Find the value of x* for the following values of x:
@ [-5,-1] (i) (3, 6)
(i) (-2,3] (iv) (=3, e0) (v) (=20, 4)
4. Find the values of 1/x for the following values of x:

@ (2.5 (i) [-5,-1)
(iii) (3,0 (iv) (o0, -2]
v) [-3.4] '

5

Which of the following is always true?
(a) Ifa<b, thena*< b?

(b) If a<b, then l‘)l
a b

(¢) If a<b, then [a| < b

6. Find the values of x which satisfy the inequalities simultanes
ously:
2x+3

() 3<x-1<19 (i) -1< <3

7. Find all the possible values which the following expressions

take. -
A2—5% ‘
2 3x—4

(i) Jx*=Tx+6

Gy ——x—8
x—3
X(3—4x)(x+1)

8. Solve ————— <0,
(2x=95)

Sy el
. (2,v+3)(4—3;1)g(a 4)30‘
(x=2)x"

(x=3)(x+5)(x-=7) <0
lx—41(x+6)

9. Solv

10. Solve

1-x*

2243

11. Find all possible values of fix) =
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2x 1
2 - 1
2x° +5x+2 x+1

12, Solve

13. Solve (i) ”‘2‘ <0 (i) Jx-2<3

x—

14. Which of the following equations has maximum number of
real roots?
Dx-}-2=0
(i) x*-2x| +3=0
(i) ¥ = 3}x] +2=0
T(iv) P+ 3 +2=0
15. Find the number of solutions of the system of equation x + 2y
=6and |x-3|=y.

16. Find the values of x for which fix) = J__l__ is
defined. lx=21-(x-2)

17. Find all values of x for which flax)y< %+ \/x_"z .

x+2 L

x—1

19. If [x*~ 7| £ 9, then find the values of x.

20. Find the values of x for which /5-12x—3| is defined.

21. Solve |x -2 ~3| <5,

22. Which of the following 1s/are true?
(a) I fx + ¥ = [x]+ [y], then points (x, y) lie in 1* or 3" quadrant
or.any of the x-axis or y-axis.
(b) 1k + y| < x| + |y, then points (x, y) lie in 2 or 4" quad-
rant,
() TE {x — y| = [x] + [yl, then points (x, y) lie in 2™ or 4" quad-
Tant.

23. Solve @ —x=2|+[x+6|=|x"-2x—8|
24, Solve |x| =2x -1,

25. Solve [2'— 1|+ ]2*+ I}=2.

26. Solve |x® —4x+3|=x+1.

27. Solve |x2 = 1|+ [x*—4|> 3.

28. Solve|r—1|-]2x-5|=2x

18. Solve

SOME DEFINITIONS

Real Polynomial

Let a,, a, a,, ..., a_be real numbers and x is a real variable.
Then, fix) = a,+ a, x+ ax* + -+« + a x is called a real polyno-
mial of real variable x with real coefficients.

Complex Polynomial

Ifa,a,a, ..., a, are complex numbers and x is a varying com-
plex number, then f(x) = a, + ax + ax*+ .- +a, x"is called a
complex polynomial or a polynomial of complex coefficients.
Rational Expression or Rational Function

An expression of the form

P(x)

O(x)
where P(x) and Q(x) are polynomials in x is called a rational
expression. :
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In the particular case when Q(x) is a non-zero constant,
P(x)
O(x)
reduces to a polynomial. Thus every polynomial is a rational

expression but the converse is not true. Some of the examples
are as follows:

2
~5x+4
iy B2 @) —5x+4
x=2
2
3) — 0 e o
x—2 x x
Degree of a Polynomial

A polynomial fix) = a, + ax + ax* + - + a x", real or complex,
is a polynomial of degree n, if a, # 0.

The polynomials 2x* — 7x* + x + 5 and (3 — 2i)x* — ix + 5 are
polynomials of degree 3 and 2, respectively

A polynomial of second degree is generally called a quadratic
polynomial, and polynomials of degree 3 and 4 are known as
cubic and bi-quadratic polynomials, respectively.

Polynomial Equation
If fix) is a polynomial, then f{x) = 0 is called a polynomial equa-
tion.

If f{x) is a quadratic polynomial, then f{x) = 0 is called a qua-
dratic equation. The general form of a quadratic equation is ax’
+ bx + ¢ =0, a# 0. Here, x is the variable and a, b and ¢ are
called coefficients, real or imaginary.

Roots of an Equation
The values of the variable satisfying a given equation are called
its roots.

Thus, x = a is a root of the equation fix) = 0, if f (&) =0
For example, x = | is a root of the equation x* <6x’ + 1y —6 =
0, because ' —6x I*+ 11 x1-6=0.

Similarly, x = @ and x = @” are roots of the equation
22 + x + 1 =0 as they satisfy it (where @8 the complex cube
root of unity). :

Solution Set :
The set of all roots of an equation, in a given domain, is called
the solution set of the equation.

For example, the set {1, 2, 3} is the solution set of the equa-
tionx* =6+ 11lx—-6=0.

Solving an equation means finding its solution set. In other
words, solving an equation is the process of obtaining all its
Toots.

RECUCHEER If x = 1 and x = 2 are solutions of the
equation x* + ax® + bx + ¢ = 0 and a + b = 1, then find the
value of b.

Sol. Since x = 1 is a root of the given equation it satisfies the

equation.

Hence, putting x = | in the given equation, we get
a+b+e=-1 (1)

but given that
a+b=1 (2)

= c¢=-2
Now put x = 2 in the given equation, we have
8+4a+2b-2=0

= 6+2a+2a+b)=0
= 6+2a+2=0

= a=-4

= =5

Let f(x) = ax’* + bx + ¢, wherea, b,c €R
and a # 0. It is known that f(5) = -3 f(2) and that 3 is a root

“of f(x) = 0, then find the other root of f(x) = 0.

Sol. fix)=axX*+bx+c
Given that fi5) = -3 f(2)
25a+5b+c=-3(da+2b+c)

or 37a+ 11b+4c=0 (1)
Also x = 3 satisfies fix) =0

; 9a+3b+c=0 2)
or 36a+ 12b+4c=0 3)

2 [Multiplying Eq. (2) by 4]
Subtracting (3) from(1), wehave

a-b=0
= a=b =Ih@putb=q,
= 12a+c=00rc=-12a

Hence, equation fix) = 0 becomes
axt+ax=124=0
or Pt x=12=0

or (x=3)x+4)=0 or x=-4,3

RECTUl- SRyl A polynomial in x of degree three van-

‘ishes when x = 1 and x = -2, and has the values 4 and 28

when x = -1 and x = 2, respectively. Then find the value of
polynomial when x = 0.

Sol. From the given data flx) = (x— 1) (x +2) (ax+ b)
Now fi-1) =4 and f(2) = 28
= (=1-1D1+2)(~a+b)=4
and 2-1)2+2)2a+b)=28
= a-b=2and2a+b=7
Solving, a=3and b= 1
= f=x-1)x+2)Cx+1)
= fi0y=-2

BTN I (1 - p) is a root of quadratic equation
x*+ px + (1 = p) =0, then find its roots.

Sol. Since (1 — p) is the root of quadratic equation
X+px+(1-p)=0 (1)

So (1 — p) satisfies the above equation
(I=pP+p(-p)+(1-p)=0
(I-p)[1=p+p+1]=0

(1-p@)=0
= p=1
On putting this value of p in Eq. (1), we get
X4+x=0
= x(x+1)=0

= x=0,-1



el IR The quadratic polynomial p(x) has the

following properties:
p(x) can be positive or zero for all real numbers
p()=0andp2)=2.

Then find the quadratic polynomial.

Sol. p(x) is positive or zero for all real numbers

also p)=0
then we have p(x) = k(x — 1)*, where k > 0
Now p(2)=2

= k=2

px)=2(x-1)y

GEOMETRICAL MEANING OF ROOTS (ZEROS)
OF AN EQUATION

We know that that a real number k is a zero of the polyno-
mial f{x) if fik) = 0. But why are the zeroes of a polynomial
so important? To answer this, first we will see the geometrical
representations of polynomials and the geometrical meaning of
their zeroes.

We know that graph of the linear function y = fix) =ax + b
is a straight line.

Consider the function f{x) = x + 3.
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Fig. 1.20
Now we can see that this graph cuts the x-axis at x = - 3,

where value of y = 0 or we can say x + 3 = 0 (or y = () when
value of x = -3. Thus, x = -3 which is a root (zero) of equation
x + 3= 0is actually the value of x where graph of y = fix) =x +
3 intersects the x-axis.

Consider the function f{x) = x* — x — 2, now for f{x) = 0 or
—x-2=0,wehave (x—2)(x+1)=00rx=~-1o0orx=2. Then
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graph of flx) = x* — x — 2 cuts the x-axis at two values of x, x =
-l and x=2.
Following is the graph of y = f(x).

Fig. 1.21

Consider the function fix) = x* — 6x* + 11x — 6, now for
fix)=0 we have(x — (x-2) (x=3)=0o0rx=1, 2, 3. Then
graph of y. = fx) cuts x-axis at three values of x, x=1, 2, 3.

Following is the graph of y = f(x).

Sm———

BRES Vol S P
4
w

Fig. 1.22

Consider the function f{x) = (x* - 3x + 2)(x* = x + 1), now for
flx)=0wehave x=1orx=2,as x*~x+ 1 =0 is not possible
for any real value of x. Hence, f{x) = 0 has only two real roots
and cuts x-axis for only two values of x, x =1 and x = 2.
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Following is the graph of v = f{x).
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Fig. 1.23

Thus, roots of equation f{x) = 0 are actually those values of x
where graph y = f{x) meets x-axis.

Roots (Zeros) of the Equation f(x) = g(x)

Now we know that zeros of the equation fix) = 0 are the
x-coordinates of the points where graph of y = f{x) intersect
the x-axis, where y = 0 or zeros are x-coordinate of the point of
intersection of y = f(x) and y = 0 (x-axis)

Consider the equation x + 5 = 2.

Let’s draw the graph of y = x + 5 and y = 2, which are as
shown in the following figure.
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Fig. 1.24

Graph of y = 2 is a line parallel to x-axis at height 2 unit
above x-axis. Now in the figure, we can see that graphs of y = x
+ 5 and y = 2 intersect at point (-3, 2) where value of x = -3.

Also fromx + 5 =2, we have x =2 - 5 or x = — 3, which is
a root of the equation x + 2 = 5. Thus root of the equation x + 5
= 2 occurs at point of intersection of graphs y=x+5and y=2.

Consider the another example x* — 2x = 2 — x. Let’s draw
the graph of y = x* — 2x and y = 2 — x as shown in the following
figure.
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Now in the figuregwe canssee that graphs of y = x* — 2x and
y = 2 — x intersect at points (=1. 3) and (2, 0) or where values
of xare x =— 1 and x = 2, which are in fact zeros or roots of the
equation x* — 2x=2=%o0r x* —x — 2 =0.

The given equation simplifies to x* — x — 2 = 0. So one can
also locate the roots of the same equation by plotting the graph
of y = #* — x— 2, then the roots of equation are x-coordinates of
points where graph of y = x* — x — 2 intersects with the x-axis
(_\aiherﬁ_y =10)), as shown in the following figure.
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Fig. 1.26
From the above discussion we understand that roots of the
equation f(x) = g(x) are the x-coordinate of the points of inter-
section of graphs y = fix) and y = g(x).

I2CIuICRE In how many points graph of y = x* - 3x?

+ 5x — 3 intersect x-axis?

Sol. Number of point in which y = x* — 3x* + 5x — 3 intersect the
x-axis is same as number of real roots of the equation x* — 3x*
+5x-3=0.



Now wve can see that x = | satisfies the equation, hence one
root of the equatiun 1Isx=1.

Now dividing x* — 3x2 +5x - 3 by x — 1, we have quotlent

-2x+ 3.

Hence equation reduces to (x — 1)(x* = 2x+ 3)=0.

Now x?—2x+ 3 =0o0r (x—1)*+2 =0 is not true for any real
value of x.

Hence, the only root of the equation is x = 1.

Therefore, the graph of y = x* — 3x% + 5x — 3 cuts the x-dxis
in one point only.

In the following diagram, the graph of

y =f(x)is gwen.
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Answer the following questions:
(a) what are the roots of the fix) =
(b) what are the roots of the f(x) = 4?
(c) what are the roots of the f{x) = 10?
Sol.
(a) The root of the equation fix) = 0 occurs for the values of x

where the graphs of y = f{x) and y = 0 intersect.

From the diagram, for these point of intersection x = —1
and x = 2. Hence, roots of the equation fix) = 0 are x = ~1
and x = 2.

(b) The root of the equation f(x) = 4 occurs for the values of x
where the graphs of y = f(x) and y = 4 intersect.
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From the diagram, for these point of intersection x = —2

and x = 3. Hence, roots of the equation f{x) = 0 are x = -2
and x = 3.
(c) Also roots of the equation f(x) = 10 are -3 and 4.

Which of the following pair of graphs

intersect? _
() y=x*-xandy=1
(ii) y=x*-2x+3and y =sinx

(iii) y=x*~x+landy=x-4

Sol. y=x*-xand y=1intersectif 2 —x=1=x32-x-1=0,
which has real roots.
y=x"—2x+ 3 and y = sin x intersect if x> — 2x + 3 = sin x or
(x— 1)*+ 2 = sin x, which is not possible as,L..H.S. has the least
value 2, while R.H.S. has the maximum_value 1.
y=x—x+land y=x -4 intersedtif ¥~ x+ 1 =x -4 or
—2x + 5 = 0, which has non-realfoetsi Hence, graphs do not
intersect.

Prove that graphs y = 2x =3 and y = x?

— X never intersect.,
Sol. y =2x— 3 and y = =x intersect only when x —x=2x -3
orx’-3x+3=0

Now discriminant D= (<3)? -4(3)=-3<0

Hence, roots of the equation are not real, or we can say that
there is no real number for which 2x — 3 and x* — x are equal (or
y=2x—3 and y = x* — x intersect).

Hence, proved.

KEY POINTS IN SOLVING AN EQUATION

Domain of Equation

Itis a set of the values of independent variables x for which each
function used in the equation is defined, i.e., it takes up finite
real values. In other words, the final solution obtained while
solving any equation must satisfy the domain of the expression
of the parent equation.
2

Example 1.64 BRI —x—zx—izo.
' x+1
x’=2x-3

x+1

Now  X=md_o

x+1
= x¥-2x-3=0o0r(x-3)x+1)=0
= x=3(asxe R={-1]

SEPICRRCEN Solve (x° —4x)Wx? -1 =0.

Sol. Given equation is solvable for x> =1 >0
or X € (—eo, 1] [1, o)

(X ~4x)x*-1=0
= x(x-2)(x+2Wx'=1=0
= x=0,-2,2,-1,1

Sol. Equation = () is solvable over R — {-1)
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But  x€ (e, —1JU[1, )
== x=d1,42

2x-3 . 6x-x"—6

Example 1.66 ERIE +1= a
x-1 x—1
Sol. 21—3+1=6x—x'—6,x¢1
x—1 x=1

p— — 2_
3x 4=Gx X G.x;tl

—
x—1 x—1

= 3x—-4=6x-x2-6,x#1

= x*-3x+2=0,x#1

= x=2

Extraneous Roots

While simplifying the equation, the domain of the equation
may expand and give the extraneous roots.
For example, consider the equation Nx =k
For solving, we first square it
S0 \/; =x—2
= x=(x2) [on squaring both sides]
= x*-5x+4=0
= (x-1Dx-4=0
=» x=1,4
We observe that x = 4 satisfies the given equation but x = 1 does
not satisfy it.
Hence, x = 4 is the only solution of the given equation.
The domain of actual equation is [2, ).
While squaring the equation, domain expands to R, which gives
extra root x = 1.

Loss of Root

Cancellation of common factors from both sides of cquation
leads to loss of root,
For example, consider an equation x* — 2x =x—2

= x(x-2)=x-2

= x=1 ;
Here we have cancelled factor x — 2.which causes the loss of
root, x =2
The correct way of solvingds.

K=2x=x-2

= X-3x+2=0

= @-Dx-2)=0

=% x=landx=2.

GRAPHS OF POLYNOMIAL FUNCTIONS

When the polynomial function is written in standard form, f{x)
=ax'+a, ¥ '+ +ax+ag(a#0) the leading term is
a,x". In other words, the leading term is the term that the vari-
able has its highest exponent. The degree of a term of a polyno-
mial function is the exponent on the variable. The degree of the
polynomial is the largest degree of all of its terms.

For drawing the graph of the polynomial function, we con-
sider the following tests.

Test 1: Leading Co-efficient

If n is odd and the leading coefficient a, is positive, then the

graph falls to the left and rises to the right:

P OSSR R

If n is odd and the leading coefficient a is negative, the
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Fig. 1.28.

graph rises to the left and falls to the right.
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If n is even and the leading coefficient @, is positive, the

graph rises to the left and to the right.
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If n is even and the leading coefficient g is negative, the
graph falls to the left and to the right

1
1
|
|

e
I
I
I
i
]
]
]
]
'

i e i

e e

Fig. 1.31

Test 2: Roots (Zeros) of Polynomial

In other words, when a polynomial function is set equal to zero
and has been completely factored and each different factor is
written with the highest appropriate exponent, depending on the
number of times that factor occurs in the product, the exponent

on the factor that the zero is a solution for it gives the multiplic-

ity of that zero.
The exponent indicates how many times that factor would be
written out in the product, this gives us a multiplicity.

Multiplicity of Zeros and the x-Intercept

If r is a zero of even multiplicity:
This means the graph touches the x-axis at » and turns around.
This happens because the sign of f(x) does not change from
one side to the other side of r.
See the graph of fix) = (x = 2)* (x - 1)(x + D
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i
'
i
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If r is a zero of odd multiplicity:

This means the graph crosses (also touches if exponent is more
than 1) the x-axis at r. This happens because the sign of f{x)
changes from one side to the other side or r.

See the graph of fix) = (x - 1)(3x - 2)(x - 3)*
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Fig. 133

Thus, in general, polynomial function graphs consist of a
smooth line with a series.of hills and valleys. The hills and val-
leys are called turning points. The maximum possible number
of turning points is one less than the degree of the polynomial.
The point where -gpaph has turning point, derivative of func-
tion f{x) becomes zero, which provides point of local minima
or local maxima. Knowledge of derivative provides great help
in drawing the graph of the function, hence finding its point of
intersection with x-axis or roots of the equation fix) = 0. Also
we know that geometrically the derivative of function at any
point of the graph of the function is equal to the slope of tangent
at that point to the curve.

Consider the following graph of the function y = flx) as
shown in the following figure.
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In the figure, we can see that tangent to the curve at point '

for which x < -1 and x > 1 makes acute angle with the positive
direction of x-axis, hence derivative is positive for these points.
For—1 < x < 1, tangent to the curve makes obtuse angle with the
positi ve direction of x-axis, hence derivative is negative at these
points. Atx =~1 and x = , tangent is parallel to x-axis, where
derivative is zero.

Here x = -1 is called point of maxima, where derivative
changes sign from positive to negative (from left to right), and
x =1 is called point of minima, where derivative changes sign
from megative to positive (from left to right).

At point of maxima and minima, derivative of the function
is zero.

SETuJCRRYAE Using differentiation method check how
many roots of the equation x* — x* + x - 2 = 0 are real?

Sol. Lety=fx)=x-x+x-2
ey B nap s
dx

Let 3x* — 2x + 1 = 0, now this equation has non-real roots,
i.e., derivative never becomes zero or graph of y = f{x) has no
turning point.

Also when x — o, fix) — o and when x —— oo, flx) —— e

Further3x*-2x+ 1>0V xe R

Thus graph of the function is as shown in the following
figure.

Fig. 1.35

Also f(0) = -2, hence graph cuts the x-axis for some positive
value of x. ,

Hence, the only root of the equation is positive.

Thus we can see that differentiation and then graph of the
function is much important in analyzing the equation.

SNSRI  Analyze the roots of the following equa-
tions:

(i) 2¢°-9x2+12x-(9/2) =0
(i) 2 -9x*+12x-3=0

Sol.

(i) Let fix)=2x*—9x* + 12x— (9/2)
Then f(x) = 6x* = 18x + 12 = 6(x* -3x + 2) = 6(x - 1)(x - 2)
Now f(x) =0 = x =1andx <25
Hence, graph has turn at x="1and atx =2 .
Also f(1) =2 -94 12~ (9/2)>0
and f(2) = 16 — 36424 —(9/2) < 0

Hence, graph of the function y = f{x) is as shown in the
following figure.
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Fig. 1.36(a)

As shown in the figure, graph cuts x-axis at three distinct
point.
Hence, equation fix) =0 ﬁas three distinct roots.

(ii) For 20 —9x?+ 12x-3=0,f{x) =2 -9x* + 12x -3
fx)=0=x=landx=2
Alsofll)=2-9+12-3=2andfi2)=16-36+24-3=1

Hence, graph of y = f(x) is as shown in the following
figure.
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Thus from the graph, we can see that f{x) = 0 has only one
real root, though y = f(x) has two turning points.

Find how many roots of the equation x*

+ 2x?— 8x + 3 = 0 are real.

Sol. Letflx)=x*+2x-8x+3
= f()=4+4x-8=4(x-1)x*+x+2)
Now f(x)=0=x=1
Hence graph of y = f{x) has only one turn (maxima/minima),
Nowf(l1)=14+2-8+3<0
Also when x — + oo, flx) =00
Then graph of the function is as shown in the following figure.

______-N-[_-_“____;. -
. ]

Fig. 1.37

Hence, equation f{x) = 0 has only two real roots.

EQUATIONS REDUCIBLE TO QUADRATIC

Solve \/5x* —6x+8 —\/5x* —6x—7 =1.

Sol. Let5x*—6x=y. Then,
Jsz —6x+8 &\[Sx: —6x—-7=1
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U
-
+
o0
|
i
I
S
Il

S5x*—6x=56
5x2—6x~-56=0
BGx+14) (x-4)=0
!

5
Clearly, both the values satisfy the given equation. Hence, the
roots of the given equation are 4 and —14/5.

Solve (x* - 5x + 7V =(x-2) (x-3) = 1.

[* y=5x-6x]

1|

U

Example 1.71 |
Sol. We have,
(2 =5x+ TP - (x—2) (x - 3)==]

= (F-5x+7V-(-x+D=0
= y—y=0, where<y =¥ —5x+7
=1 yO=1)=0
= w=01
Now,
y=0
= x-5x+7=0
=}I=_5t‘\/25—28 _5+J-3 _5ti\f3
' 2 2 2
where :’=J—_l
and
yel

= x-5x+6=0
= x=-3Nx-2)=0
=% 3,2
Hence, the roots of the equation are 2, 3,(5+;‘J§);2 and

(5—ix3)/2.

2EINIENWFRE Solve the equation 4 -5 x 27+ 4 =0.

Sol. We have, .
4 -5x2'+4=0

= (29-5(29+4=0

= y¥-5y+4=0, where y=2*
= (-4u-1=0

= y=14

= F=],2%=4

= =P dragT

= x=0,2

Hence, the roots of the given equation are 0 and 2.

Solve the equation 12x* — 56x° + 89x?
- 56x +12=0.

Sol. The given equation is
12x* — 56x° + B9x* - S6x + 12=0



1.22 Algebra

Diwiding by %, we get (v+2) + (y-2)"=82
56 12 = (PH+ay+P+ (P -4y+4)=82
12x* -56x+89——+—5=0 = ((P+42+4yP + (P +4) -4y} =82
rox = 2{(P+4)7+ 16y*) =82

5 il 1 [ (a+ b)Y+ (a=bY=2(a"+ b))
= 12(X +,[_1]_56 x+;]+89=0 }?""'8)’2"‘ 16 + 16y? = 41

=
’ = y+242-25=0
- 1 _ = (F+25)0*-1=0
— 12{(,%!-;) —2]—56(1+;)+89—0 - Jf3+25=0,}‘2—1=0
5 . = P=45; y==%1 (where:':\[——l)
- 12[“1) —56(x+1]+65=0 = x-3=25ix-3=zl
£ X = x=3%x5i,x=4,2 [+ y=x-13]
5 1 Hence, the roots of the given equation are 3+51, 2 and 4.
= 12y —-56y+65=0,where y=x+—
X
E CRWE Sol i 2
o 1257 =26y—30y+65=0 _Example < Solve the equation (x + 2) (x + 3) (x + 8)
X (x +12) =4x%,
= (6y—=13)(2y-5)=0 e %
- . Sol. (x+2) (x+3) (x+8) (v + 12)=d?
= y=—o0ry=— = {(x +2)(x+ 12)} {(JC +‘3)@1'+ 8)}: 4x?
6 2 = (24 14x +24) (8% 1154 29) = 45
If y = 13/6, then . Dividing throughoutby, x*, we:get
113 [X +14+ Ej(x 5!‘1'13':*2—4) =4
X+ — == e VAN X
: ¢ 24
= 6-13x+6=0 = (y+14) G+ 11)=4, where =]
= (3x-2)(2x-3)=0 = ARRO5y% 154=4
% — &y +25y +150=0
32 S0 15 (¢ +10)=0
If y = 5/2, then e W = -15,-10
1 5 1f y =—15, then
xt—=— -
x g2 . 24
r+—=-15
= U-5x+2=0 - X
= (x-2)(2x-1)=0 A = X+ 15x+24=0
1 i s
= 2' == " -
e 2 . > x=2N2 L
Hence, the roots of the given equation are 2, 1/2,2/3, 3/2. 2
; » . If y=-10, then
ISTIERIVAN Solve the equation Iong 471 = 25, - 2A__ 10
& 9 X
Sol. We have, = X+10x+24=0
3..’2—.~+4_.3.._\-:25-. : = (-r+4) f,\'+6)‘—"0
PO C L = y=—4 -6

Hence, the roots of the given equation are —4, -6,
(x=2)(x+1)=0

(—15—4/129)/2.
x=-1,2 Evaluate (/6 +1/6+4/6+ o,

Hence, the roots of the given equation are —1 and 2. Sok. Lt = 6+W‘ Then,

_Example 1.77

Li el
I

MGl CRIVER Solve the equation (x—=1)*+ (x - 5)' =82. x=J6¥%
Sol. Let = x*=6+x
€ T ) RPN = x*-x-6=0
y= 2 B = (-3)x+2)=0
1 X:_\-'+3 = x=3orx=-2

But, the given expression is positive. So, x = 3. Hence, the

iti =y + 3 in the giv 1 e obtai : S N
Puitingx =yt 2 the Saven cquation, We oDl value of the given expression is 3.



Solve Jx+5+x+21=[6x+40,

Examﬁle 1.78 |

Sol. Jx+5+Jx+21=[6x+40

Jx+5+Jx+21) =6x+40

(X+5)+(x+2D)+2 Jxr+5)x+21)=6x+40
S5 (x+2l) =2x+7

(x+5)(x+21)=(2x+7)*
3x+2x-56=0
(Bx+14)(x~-4)=0

x=4orx=-14/3 .
Clearly, x =—14/3 does not satisfy the given equation. Hence,
x=4 is the only root of the given equation.

———-{ Concept Application Exercise 1.2 }——

1. Prowve that graph of y = x* + 2 and y = 3x — 4 never intersect.

LI

2. In how many points the line y + 14 = 0 cuts the curve whose
equation is x (x* +x+ 1) + y=0?
3, Consider the following graphs:

Fig. 1.38

Answer the following questions:

(i) sum of roots of the equation flx) =0

(ii) product of roots of the equation fix) =4

(iii) the absolute value of the difference of the roots of
equation flx) =x+2

X $hve

xE =01

5. Solve \Jx-2+4—x=2.

6. Solve vx—2(x*—4x—-5)=0.

4. Solve

7. Solve the equation x(x + 2) (¥* = 1} =~ 1.
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8. Find the value of 2 + I

24+

9. Solved*+6"=9",

2 i
10. Solve 3** ~™¥'7 =g
11. Find the number of real roots of the equation (x— 1)* + (x — 2)?
+(x=-37=0.

12. Solve \3x* —7x—30 +2x* = Tx -5 =x+ 5.

13. If x= 1||'7+4J37,pr0ve thatx + l/xr=4

14. Solve y/5x? —6x+8 —\5x* —6x-7=1.

15. Solve \Jx* +4x=21 +x? = x — 6 =/6x* — 5x = 39,

16. How many roots of the equation 3x' +62* + x> + 6x+3 =0
are real ?

17. Find the value of k if x* - 3x + a = O'hasthree real distinct
roots.

18. Analyze the roots of theequation(x = 1)* #4€x - 2)* + (x - 3)*
+ (x—4)' + (x — 5)’ =0 by differentiation method.

19. In how many points the geaph of flx) = £* + 2x" + 3x + 4 meets
x-axis.

REMAINDER AND FACTOR THEOREMS
Remainde"l"'Tﬁeqrem

The remainder theorem states that if a polynomial f(x) is divided
by a linear function x — , then the remainder is f{k).

Proof:
Inany division,
Dividend = Divisor x Quotient + Remainder
Let Q(x) be the quotient and R be the remainder. Then,
Jix) = (x—k) Q(x) + R
= A=Gk-kQx)+R=0+R=R
Note: If a n-degree polynomial is divided by a m-degree poly-

nomial, then the maximum degree of the remainder polyno-
mial is m — 1. -

NECTU RPN Find the remainder whEn X +4x2-Tx +
6 is divided by x — 1.

Sol. Let flix) = &% + 4x* — 7x 4+ 6. The remainder when f(x) is
divided by x — 1 is

=11 +4x(1)-7+6=4

el CREVR If the expression ax* + bx® —x* +2x + 3
has remainder 4x + 3 when divided by x* + x — 2, find the
value of @ and b.

Sol. Letfix) =ax* + bx* —x + 2x + 3.

Now, ¥ +x-2={x+2)x (x=1).

Given, fl-2) = a(-2)* + b(-2)* - (-2)*+ 2(-2) + 3
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=4(-2)+3
= 16a-8b-4-4+3=-5
= 2a-b=0 (1)
Also,
f=a+b-1+2+3=4(1)+3
= a+b=3 (2)

From(1)and (2),a=1,b=2.

Factor Theorem

Factor Theorem Is a Special Case of Remainder
Theorem
Let,
f)=(x-k) O(x) + R
= flx)=(x-k) Q(x) + fik)
When flk) = 0, fix) = (x — k) Q(x). Therefore, fix) is exactly
divisible by x — k.

ISCTulREAM Given that x* + x - 6 is a factor of 2x*

+x*—ax*+bx +a+b -1, find the values of @ and b.

Sol. We have,
X+x-6=(x+3)(x-2)
Let,
f) =2 +x'—a’+bx+a+b-1
Now,
[ =2(3Y + (=3 —a(-3)-3b+a+b-1=0
= 134-8a-2b=0
= da+b=67 (1
= f)=220+2-aR)V+2b+a+b-1=0
= 39-3a+3b=0

= d=b=13 (2)
From (1) and (2),a= 16. h=3. '

Use the factor theorem to find the value

Example 1.82 |

of k for which (a + 2b), where a, b # 0 is a. factor ofd* + 32b*

+a*b(k + 3).
Sol. Let fla) = @' + 32b* + a’b(k % 3). Now,
fi=2b) = (=2b)* + 324 R(-2bYbk + 3) = 0
= 48b'—8b'(k+3)=0
= 8b[6-(k+3)]=0
= 8h3-k=0
Sinceb#0,50,3-k=0o0rk=3.

If ¢, d are the roots of the equation
(x —a) (x —b) — k = 0, prove that a, b are the roots of the
equation (x —¢) (x -d)+ k=0.

Example 1.83 }

Sel. Since ¢ and d are the roots of the equation (x—a) (x—b) -k
=0, therefore,

(x—a)(x=b)—k=(x-0)(x-d)
= (@-—a)la-b)y=x-c)x-d)+k

dy+k=(x-a)(x-
Clearly, a and b are roots of the equation (x — a) (x — b) =
Hence, a, b are roots of (x —¢) (x—d) + k= 0.

——{ Concept Application Exercise 1.3 ’—

1. Given that the expression 2x*+ 3px* — 4x + p has a remainder
of 5 when divided by x + 2, find the value of p.

2. Determine the value of k for which x 4 2 is a factor of (x + 1)’
+(2x + k).

3. Find the value of p for which x + | is a factor of
F+p-3)2-(CBp-5)*+(2p-9) x +6.
Find the remaining factors for this value of p.

4. If ¥+ ax + 1 is a factor of ax’ + bx +¢, then find the condi-
tions.

5. If flx) = x* — 32 4+ 2x + a is divisible by x — 1, then find the
remainder when f{x) is divided by x =2.

6. Iffix) =’ —x*+ax + b is divisibleBya? - x. then find the value
of i2).

= (x-0o)(x-

Identity

A relation which is true forevery value of the variable is called
an identity.

da+3=0be

Example 1.84 [SSISUEEE SRR §5 RN Lo
an identity inx; then find the value of a.

Sol. The given relation is satisfied for all real values of x, so all
the coefficients must be zero. Then,

@ —l=0=q==+1

a—1=0=a=1 common value of ¢ is 1

a’-4a+3=0=a=1,3

(x+e¢)(x+a)
(c=b)(a-b)

(x+b)(x+¢)
. +
Example 1.85_ BRI ey

+QFOCETE) ;o anidentity.

(a—c)(b-c)
Sol. Given relation is
(x+b)(x+¢)  (x+¢)(x+a) (x~i—a)(x+£;'):l o
(b=a)(e—=a) (c—D)a-=b) (a-c)(b-c)
When x =—a
(b-a)(c—a)
HS.=—————~=]1=RHS.
L-BeS (b—a)(c—a)
Similarly, when x = —b,
LES e tle=0). . pus
(c—b)(a—b)
When x = —¢,
g, e, pus
(a—c)(b—c¢)



Thus, the highest power of x occurring in relation (1) is 2 and
this relation is satisfied by three distinct values a, b and ¢ of x;
therefore, itis an equation but an identity.

BE=NRI A certain polynomial P(x), x € R when
divided y x—a,x—band x - ¢ leaves remainders a,b and c,
respectively. Then find the remainder when P(x) is divided
by (x —a) (x - b) (x —¢) where a, b, ¢ are distinct.

Sol. By remainder theorem, P(a) = a, P(b) = b and P(c) = c.
Let the required remainder be R(x). Then,

P(x)=(x—a) (x-b) (x—c) Qx) + R(x)

where R(x) is a polynomial of degree at most 2. We get R(a)
=a, R(b) = b and R(c) = c. So, the equation R(x) — X = 0 has
three roots a, b and c¢. But its degree is at most 2. So, R(x) — x
must be zero polynomial (or identity). Hence R(x) = x.

QUADRATIC EQUATION

Quadratic Equation with Real Coefficients

Consider the quadratic equation
ax>+bx+c=0 (1)
where a, b,ce Rand a #0.
Roots of the equation are given by

b= b’ - 4ac

=
2a

Now, we observe that the nature of the roots depend upon the

value of the quantity b* — 4ac. This quantity is generally denoted

by D and is known as the discriminant of the quadratic equation

(Eq.(D].

We also observe the following results:

l )

D=0 efo
Roots are equal: a = f = - b2a ‘Ropts are unequal

b ce Rand D> 0 a.b.ce Rand D<0
Roots are real and distinet Roots are imaginary: e =p + ig. fi=p - iy

i l

a.b.ce (and a.b.e= Qand
D is a perfect square D is not a perfect square
=> Roots are rational = Roots are irrational,

l ie.a=p+yaB=p-G

where § = v'r*_l'

a=l,b,ce Zand Disa
perfect square
= Roots are integral

Fig. 1.39
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Note:

* Ifa, b, c € Q and b® — 4ac is positive but not a perfect
square, then roots are irrational and they always occur
in conjugate pair like 2 + N3 and 2 — 3. However, if
a, b, ¢ are irrational numbers and b? — 4ac is positive
but not a perfect square, then the roots may not occur in
conjugate pairs. For example, the roots of the equation
X = (5 +\2) x + 52 = 0 are 5 and N2, which do not form
a conjugate pair.

* Ifb* —4ac < 0, then roots of equations are complex. If a,
b and c are real then complex roots occur in conjugate
pair such as of the form p + ig and p — iq. If all the coef-
Jicients are not real then complex roots may not conju-
gate. '

Example 1.87
the nature of roots of equation «x* +2bx +¢ = 0.

Ifa, b, c € R*and 2b = a + ¢, then check

Sol. Given equation is ax®+2bx + ¢ = 0. Hence,
D = 4b* - 4ac k
= (a + ¢)* <4ac
=(a-c)E>0 .
Thus, the roots are real and distinct.

9

E.’SEE"?J | If the roots of the equation a(b - ¢)x*
+ b(c = a)x + ¢la — b) = 0 are equal, show that 2/b = 1/a
+ 1/e,

Sol. Since the roots of the given equations are equal, therefore

itsdiseriminant is zero, i.e.,
Ple—ayY—-d4ab—c)cla—b)=0

= b (" +a>=2ac)-dac (ba—ca -+ bcy=0
= @0+ PP+ 4R 4267 ac - 447 be — dabe* =0
= (ab+ bc-2ac)*=0
= ab+bec-2ac=0
= ab+ bc=2ac
s Lt % [Dividing both sides by abc]
e a
2 |
= =4
b a o«

Sol. The discriminant of the given equation is
D = 16a’bcd* - 4(a* + b (c* + d¥)

=—4[(a' + b)Y (P + ) ~d @ b ¢ P
=—d[atet + at d* + b ¢t + B - 4P AEdR)

=—d{(a’c! + b'd! - 2a°b**d) + (a'd’
+ bt = 247 dP))

= - 4[(e’c? = BPdP) + (*d” = b)) (1)
Since roots of the given equation are real. therefore
D=0

= —4{@c -bEY + (@d - )20
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= (@ -Dd) + (@ - b)Y <0
= (@ -Pd)+ (@d b)Y =0 )
(since sum of two positive quantities cannot be negative)

From (1) and (2). we get D = 0. Hence, the roots of the given
quadratic equation are not different, if real.

- Example 1.90 EIEUTRHERY T equation x* - 8x + @*
—6a = 0 are real d:stmct, then find all possible values of a.

Sol. Since the roots of the given equation are real and distinct,
we must have
D>0
64 —4(a®—6a)>0
416 -a’ +6a]l>0
~4a*—6a-16)>0
—ba-16<0
(a-8)(a+2)<0
-2<a<8

Liusuedid

Hence, the roots of the given equation are real if a lies between
2 and 8.

I2CTWACRIEAI Find the quadratic equation with ratio-
nal coefficients whose one root is 1/(2 + \5).

Sol. If the coefficients are rational, then irrational roots occur
in conjugate pair. Given that 1Fone rool isa=1/2+\5)= V5 -
2. then the other root is £ = 1/(2 — V5) = ~(2 + \5).

Sum of roots & + = —4 and product of roots aff =
required equation is x> +4x — | = 0.

I flx) = ax* + bx + ¢, glx) = —ax* % by

+c, “where ac # 0 then prove that f(x) g(x) = 0 hag-at least
two real roots.

—1. Thus,

Sol. Let D, and D, be discriminants of ax® + bx% ¢ = 0land —ax?
+bx+c= D respectively. Then,
D, =b*—4ac, D,= b + dac
Now,
ac # 0 = either ac > 0 orac< 0
If ac > 0. then D, > 0. Therefore, roots of —ax*+bx+c=0
are real.,
[f ac < 0. then D, > 0. Therefore; roots of ax> +bx+c¢c=0
are real.
Thus, flx) g(x) has at least two real roots.

R CAREM 1fa, b, c & Rsuchthata +b +c¢=0and
a # ¢, then prove that the roots of (b +c —a)x*+(c+a-b)x
+ (a + b —¢) = 0 are real and distinct.

Sol. Given equation is
(b+c—a)x*+(c+a-b)x+(w+b-c)=0
or
(2a)x* + (2D + (-2¢) =0

-

or
axv+bx+ec=0
= D=b-4dac
= (—c—a) —4ac

=(c—a)
>0
Hence, roots are real and distinct.

FENPICRRER If cos 6, sin ¢, sin # are in G.P., then
check the nature of roots of x* + 2 cot ¢+ x +1=10.
Sol. We have,

sin® ¢ = cos® sind
The discriminant of the given equation is

D=4cot? 94
ot cos’p — sin’p
sine
_ 4(1-2sin’p)
sin’p

_ 4(1 - 2sinBcos0)
sin’

9 {2(sin9. - coéB)]z ol
sing

_If @, b and ¢ are odd integers, then prove

_Example 1.95
that roots of ax* + bx + ¢ =0 cannot be rational.

Sol. Discriminant D = b* — 4ac. Suppose the roots are rational.
ThenyD will be a perfect square.
Let$®— 4ac = &, Since a, b and ¢ are odd integers, d will be
odd, Now,
b —d =4ac
Letb=2k+1and d=2m+ 1. Then
P—d=(b-d) (b+d
=2k-m)2(k+m+1)
Now, either (k — m) or (k + m + 1) is always even. Hence
—d* is always a multiple of 8. But, 4ac is only a multiple
of 4 (not of 8), which is a contradiction. Hence, the roots of
ax? + bx + ¢= 0 cannot be rational.

Quadratic Equations with Complex Coefficients

Consider the quadratic equation ax* + bx + ¢ = 0, where a, b,
¢ are complex numbers and a # 0. Roots of equation are given

by
-b+ \Il'bl - dac
2a
B= —h- \,'bl - dac
2a

Here nature of roots should not be analyzed by sign of b
—4ac.

Note: In case of quadratic equations with real coefficients,
imaginary (complex) roots always occur in conjugate pairs,
However, it is not true for quadratic equations with complex
coefficients. For example, the equation 4x* —4ix — 1 = 0 has
both roots equal to 1/(2i).
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1. Find the values of a for which the roots of the equation
¥ + a* = 8x + 6a are real.

2. Find the condition if the roots of ax® + 2bx + ¢ =0 and
by® — 2Vacx + b = 0 are simultaneously real.

3. Ifa < ¢ < b, then check the nature of roots of the equation
(a—brxX+2(@+b-2)x+ 1=

4. If a + b+ ¢ =0 then check the nature of roots of the cquauon
Aax®+3bx+2c=0wherea, b, ce R

5. Find the greatest value of a non-negative real number 4 for
which both the equations 2x* + (A — 1)x + 8 = 0 and x* — 8x

+ A + 4 = 0 have real roots.

Relations Between Roots and Coefficients

Let o and f be the roots of quadratic equation ax* + bx + ¢ =0.
Then by factor theorem,
ax® +bx+c=alx—a) (x—p) =alx* - (a+ fx+af)
Comparing coefficients, we have a + 8 = ~bla and aff = cla.
Thus, we find that
-b coeff of x ¢

oc+f=—=——T———=andg

- constant term
a coeff of x~ a

=
coeff of x~

Also, if sum of roots is S and product is P, then quadratic
equation is given by x* = Sx+ P =0.

Form a quadratic equation whose roots

are -4 and 6.

Sol. We have sum of the roots, $ = -4 + 6 = 2 and, product of
the roots, P = —4 x 6 = —=24. Hence, the required equation is
x=Sx+P=0
= xX=-2x-24=0

m Form a quadratic equation ‘with rcal

coefficients whose one root is 3 — 2i.

Sol. Since the complex roots always occur in'pairs, so'the other
root is 3 + 2i. The sum of the roots is (3 + Zi) +(3 2i{)=6.The
product of the roots is (3 + 2i) (3 < 2i) E9- 4F=9 +4 = 13.
Hence, the equation 1§
¥=Sx+P=0
= ¥-6x+13=0

Example 1.98 | If roots of the equation ax® + bx +¢ =0
are o and f3, find the equation whose roots are

AN |

(i) EE

(ii) —c. -
-0 1-f
+o' 1+

Sol. Here in all cases functions of ¢and f are symmetric.

(i) Let i:)‘ =0=—
o ¥

| l—a
(iii) Let
1+ ¢
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Now @ is a root of the equation ax” + bx +¢ =0
= act+ba+c=0

- iﬂ + 4 +c=0
y oy
= cy*+by+a=0
Hence, the required equation is ex* + bx +a = 0.
We get same equation if we start with 1/f.

(i) Let-a=y=oa=-y
Now ¢ is root of the equation ax’ + bx + ¢ =0
= adl+bo+c=0
= a(=)P+b=y)+c=0

Hence, the required equation is ax* — bx + ¢ =0.

1=y
=Y = —

1+ Y

Now et is root of the_eguaﬁenjc_g;é +bx+c=0

= ad+bo+ce0

- % W
= a [-1—_-'-\,-] +b[}-;1} +c=0
1+ V) Ty

Hence reqmr&d equation is a(l —x)* + b(1 - ) +e() + x)?
=0.

If a, b and ¢ are in A.P. and one root of

: c_e eqti ax? + bx + ¢ = 0 is 2, then find the other root.

Sol. Lel @ be the other root. Then,
da+2b+c=0and 2b=a+c¢
= Sa+2c=0

o
= & 2
Now,

2:,(&:5.:_2
a .

5

g=——

4

Example 1.100 § If the roots of the quadratic equation x*
+px + q 0 are tan 30° and tan 15°, respectively, then find

the value of 2 + g —p.

Sol. The equation x* + px + g = 0 has roots tan 30° and tan 15°.
Therefore,

tan 30° +tan 15° =—p (0

tan 30° tan 15°=¢q (2)
Now, :

tan 45° = tan(30° + 157)

_ tan30 +tan 15

1 —tan 30 tanl5
| [Using (1) and (2)]
= I--q:—p:}q—pzl

— 1_.-_:.1”_
q
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= 2+g-p=3

SET g I CHMUAE If the sum of the roots of the equation 1/
(x + @) + 1/(x + b) = 1/c is zero, then prove that the product
of the roots is (-1/2)(a>+ b?).

Sol. We have,
1 1 1
..1.

x+ta x+b ¢

= X+(a+b-2c)x+(ab-bc—ca)=0

Let e, /8 be the roots of this equation. Then,
a+f=-(a+b-2c)and aff =ab - bc—ca

Itis given that

a+f=0
= —(a+b-2c)=0
atb
= b= 3 '(1)
afi = ab - be - ca
=ab—-cla+b)

Sl [E-:—éJ(a +b) [Using (1)]

Ll 2
:2Gb (ﬂ+b) =—l(a2+b3)
2 2

SClnl JMAPE Solve the equation x* + px + 45 = 0. It

is given that the squared difference of its roots is equal to
144,

Sol. Let «, f be the roots of the equation x* + px + 45 = 0.
Then,

a+pf=—p (1)

ap =45 (2)
It is given that

(a—py =144

= (a+p)y—4dafi=144
= p*—4x45=144
= p?=324

= p=%I18

Substituting p = 18 in the given cquation, we obtain
x4+ 18x+45=0 : '
= (x+3)(x+15=0
= x=-3,-15
Substituting p = —18 in the given equation, we obtain
X+ 18x+45=0
= (x=-3)(x-15=0
= e ) 1
Hence, the roots of the given equation are -3, -15 or 3, 15.

FEINIMAIER If the ratio of the roots of the equation
x* + px + ¢ = 0 are equal to the ratio of the roots of the equa-
tion x* + bx + ¢ = 0, then prove that p’ = b%g.

Sol. Leta, ff be the roots of x* + px + ¢ =0 and y, & be the roots
of the equation x* + bx+ ¢ = 0. Then,
a+p==p.af=gq (1)
j+o=-b,yd=c ; (2)
We have,

Ez_}'_::'a+ﬁ=y+5
B & a-p y-98

[Using componendo and dividendo]
@-By -5y

@+By @+5)

@+By —daf (r+8) —4y8
@By a+d)
| dap _ 4
@+py  q+dy
op ¥

@+By (@ +6y

U

sope=hty

‘I sin 8, cos # be the roots of ax* + bx + ¢

= 0, then prove that 4> = a2 + 2ac.
Sol. We have,

3 _ b, £
sin 84 cos@=——,sinf cos@ =—
a a

Now, e know that
sinfd + cos*d = 1
= (sinf + cosd)® - 2sind cosf = 1
2

. e i
= —=1+2—=b* =’ + 2ac
a’ a

2C NN [fa and b (#0) are the roots of the equa-
tion x? + ax + b = 0, then find the least value of x> + ax + b
(x € R).

Sol. Since a and b are the roots of the equation x* + ax + b
=0, so

a+b=—a,ab=»b
Now,
ab=b=(a-1)b=0=a=1 (b0
Putting @ =1 in a + b = —a, we get b =-2. Hence,
Xrax+b=x"+x-2=(x+1/22-1/4-2
=(x+1/2))-9/4
which has a minimum value —9/4.

R2CUT AR If the sum of the roots of the equation
(a+1)x* + (2a + 3)x + (3a + 4) = 0 is —1, then find the prod-
uct of the roots.

Sol. Leta, £ be roots of the equation (a + 1)x*+ (2a + 3)x + (3a
+4) = (). Then,
2a+ 3]

O!-+-,3=-—l:>—[
a+l

==l=a=-2

Now, product of the roots is (3a + 4)/(a + 1) = (-6 + 42 + 1)
=2



EELACARIYE Find the value of ‘a’ for which one root
of the quadratic equation (@* - 5a + 3)x* + Ba-1)x +2=10
is twice as large as the other.

Sol. Let the roots be a and 2a. Then,

1-3a 2
2= X2 =
a - —5Sa+3 a”—5a+3
] 2
RPILE .
9(a*~-5a+37| a’-5a+3
o 2
= -——9 24) =9=94° —6a+1=9a" —45a + 27
a‘-5a+3

= 39a=26z¢a=-§—

If the difference between the roots of the
equation x? + ax + 1 = 0 is less than \5, then find the set of
possible values of a. .

Sol. If . B are roots of x* + ax + 1 = 0, then

la-B1<5
= Ja+pl-4af <5
= Ja’-4 <5

=] \}a2—4<\/5_

= a’'-4<5

= a’<9

=

-3<a<3
ae (-3,3)

[EEUNICARDEN Find the values of the parameter a such
that the roots a, f§ of the equation 2x* +6x +a =10 satisfy the
inequality a/f + fla < 2.

Sol. We have a + f=-3 and aff = a/2. Now,

L.
B o
2, p2
= a +p <9
aff
3_
= (a+ ) 2&13(2
af
9—-a
232
- al2
9—-a
= <l
a
. oL
a
= 9-2(1{0
a
= 20—9)0

= ag<Qora>9/72

Number System, Inequalities and Theory of Equations  1.29

‘Example 1.110 § If the harmonic mean between roots of

(5 + V2 )x? — bx + 8 + 25 = 0 is 4, then find the value of b.

Sol. Let a, f be the roots of the given equation whose H.M. is
4. Then,
2aff
¥ g

8+ 245
5442
b

5+J5

8+2J5_
b

= 4=2x

=>b:4+J§

ETEEAAMN 1If ¢, f§ are the'roofs of the equation
2x?—3x - 6 = 0, find the equation whose roots are &* + 2 and
B+ 2.

Sol. Since @, § are roots of the equation 2x* - 3x— 6 =0, so
a+pf=3/2and aff =3

= @+ = (et fY=20p =%+5=?
Now,

@A DWB+2)=(@+) +4 =§+4:?
and

(@+2)(F+2) =+ 2>+ ) +4
(3) +2{¥]+4

59
2
So, the equation whose roots are ¢ + 2 and f* + 2 is

X=x[(@+2)+(F+2))+(@+2)(F+2)=0

= 4x'—-49x+118=0

S CHNRPR If « #f and @’ = 5S¢ -3 and f* = 56 - 3,
find the equation whose roots are a/f and fi/a.

Sol. We have «* = 5a— 3 and 8 = 5§ — 3. Hence, @, f§ are rools
of x*=5x-3, i.e,x*—5x+ 3 = 0. Therefore,
a+f=5andaff =3

Now,
MY
B a of
:(a+ﬁ)2—2a,{3
aff
_25-6_19
T8 3
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and
o f
P==Z=]
B«
So, the required equation is
¥=8Sx+P=0

19
= .Yz—?.t"'l:o

= 3x-19x+3=0

ISETUlCRRNEN If o, § are the roots of the equation
ax*+ bx + ¢ =0, then find the roots of the equation ax? - bx(x
—1) + ¢(x —1)*=0 in terms of a and f.

Sol. ax®—bx(x—1)+c(x-17=0

ax® bx
- e T &)
g=5y 1=K
Now, a is a root of ax® + bx + ¢ = 0. Then let
X
=
1—x
Ll 4
= x=
o+l

Hence, the roots of (1) are a/(1 + &), BI(1 + f).

——| Concept Application Exercise 1.5 f—

1. If the product of the roots of the equation (a + 1)x* + (2a+ 3)x
+ (3a +4) =0 1is 2, then find the sum of roots.

2. Find the value of a for which the sum of the squares of the
roots of the equation x* — (¢ — 2) x —a — | = 0 assumes the least
value. '

3. Ifx, and x, are the roots of .* + (sin & = 1) x — 1/2 cos* #<0;
then find the maximum value of ¥} + ¥,

4. If tan @ and sec ¢ are the roots of ax* + by + ¢ =.0. then prove
that & = b (4ac - b). )

5. Tf the roots of the equation x* — bx + ¢ = 0 be two consecutive
integers, then find the value of #? - 4.

6. If the roots of the equation 12x>— mx +5 = 0are in the ratio
2:3, then find the value of m. :

7. M a, f are the roots of x> +px +1 = 0'and y, J are the roots of
¥4 gx+ 1 =0, then prove that ¢ =p= (a - y) (B—7) (@ + )
X (f +d). '

8. If the equation formed by decreasing each root of ax® + bx + ¢
=0 by | is 2x* + 8x + 2 = 0. find the condition.

9. If @ ff be the roots of X —a(x — 1) + b =0, then find the value
of W(e® —aa) + (B - bf) + 2a+b.

10. Ifa. fare roots of 375x*— 25x -2 =0and s, = a" + " then find

the value of lim i 03
O L]

11. If & and f§ are the roots of the equation 2x* + 2(a + b)x + &*
+ b* = 0, then find the equation whose roots are (« + /) and
{a— ).

12. If the sum of the roots of an equation is 2 and sum of their
cubes is 98, then find the equation.

13. Leta, £ be the roots of x* + bx + | = 0. Then find the equation
whose roots are —(a + 1/f) and —(ff + 1/a).

COMMON ROOT(S)

Condition for One Common Root
Let us find the condition that the quadratic equations @ x* + b x
+¢,=0and ax*+b, x + ¢, =0 may have a common root. Let a
be the common root of the given equations. Then,
ag®+ba+c =0
and
aol+ba+c,=0

Solving these two equations by cross-multiplication, we have

o By .

b, —bye,  ca,—ea  ab, —ab -

-3 bicy = byey

- (from first and third)
ab; = agby
and
S (from second and third)
ah, —ab -
: o
biey —byey _ [-"’iaé Sl J
= - . i
ab, —aby  aby— ashy

= (ca,—ca)=(be,—br)(ab,~ab)

This condition can eaﬁil_y be remembered by cross-multiplica-
tion method as shown in the following figure.

axnts. + b x ¥

Fig. 1.40

(Bigger cross product)?
= Product of the two smaller crosses
This is the condition required for a root to be common to two
quadratic equations. The common root is given by
- Gy — o0y
alb, — ayb,
or
e bic, = byey

€ay = cl

Note: The common root can also be obtained by making the
coefficient of x* common to the two given equations and then
subtracting the two equations. The other roots of the given
equations can be determined by using the relations between
their roots and coefficients.

Condition for Both the Common Roots

Let @, § be the common roots of the quadratic equations a x*
+bx+c, =0and ax* + bx+c,=0. Then, both the equations
are identical, hence,



Note:
« If two quadratic equations with real coefficients have a
non=real complex common root then both the roots will
be common, i.e. both the equations will be the same. So
the c’oe_ﬁiczem: -of the. corresponding powers of x will
have proportional values. ;
= If twa quadratic equations with rational caeﬁic:ents have
a cornmon irrational root.p + q then both the roots will
be common, ie. no two different ‘quadratic equations
with rational coefficients can have a common irrational
root p ++q.

Determine the values of m for which the

Example 1.114 |
equations 3x? + 4mx + 2 = 0 and 2x* + 3x — 2 = 0 may have a
common root.

Sol. Let & be the common root of the equations 3x? + 4mx + 2
=0 and 2x* + 3x — 2 = 0. Then, a must satisfy both the equa-
tions. Therefore,
3 +4dmo+2 =10
208 +3a-2=0
Using cross-multiplication method, we have
(—6 —4)*=(9 - 8m)(-8m — 6)
50 =(8m-9)(4m+3)
32m:-12m-77=0
32m* - 56m+44m-T77=0
8m(dm—-Ty+ 11(dm-7)=0
8m+11)dm-7)=0
1
T

SEIU[ACHMEER Ifx?+ 3x + 5=0and ax? + bx + ¢ =0 have

common root/roots and a, b, ¢ € N, then find the minimum
valueofa + b + c.

4 Liiiy

m=—

|-

Sol. The roots of x* + 3x + 5 = 0 aré.non-real. Thus given equa-
tions will have two common roots. We have,
)
] ES
= a+b+c=94
Thus minimum value of a+ b + ¢ is 9.

RECI IR fax’ +bx +c=0andbx* +ex +a=0
have a common root and a, » and ¢ are non-zero real num-
bers then find the value of (a® + b* + ¢3)/abe.

Sol. Given that ax® + bx + ¢ = 0 and bx® + cx + a = 0 have a
common root. Hence,

(be—a*)?= (ab— &) (ac — b?)
-2a%be = a*be - ab’
= a'+ab’+ac®=3a%bc

5

= b*+a’ —act + b
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3 3 o3
= AAuE
abe

12 CINRAVEE o, b, c are positive real numbers form-

ing a G.P. If ax? + 2bx + ¢ = 0 and dx* + 2ex + f = 0 have a
common root, then prove that d/a, e/b, fic are in A.P.

Sol. For first'equation D = 4b? — dac = 0 (as given a, b, ¢ are
in G.P.). The equation has equal roots which are equal to —b/a
each. Thus, it should also be the root of the second equation.
Hence,

2
d[_—b] +2e(:£J+f=0
a B

2
= d-b——-22+f 0

(" b =acy
= d——2g+f 0
= E+"‘.—2Q=2E
a e ac b

SCIIRNRER If the equations x2 + ax + 12 = 0, x* + bx
+15 =0 and x* + (@ + b)x + 36 = 0 have a common positive
root, then find the values of ¢ and b.

Sol. We haye, -
xX*+ax+12=0 (1)
X ebx+15=0 (2)

Adding (1) and (2), we get
284 (a+b)x+27=0

Now subtracting it from the third given equation, we get
X-9=0=x=3,-3

Thus, common positive root is 3. Hence,

9+12+3a=0
= a=-7and9+3h+15=0
= b=-8

Examp!el IWEE The equations ax? + bx + @ = 0 and

— 2x* + 2x — 1 = 0 have two roots common. Then find the
value ofa+b.

Sol. By observation, x = 1 is a root of equation x* — 2x* 4 2x — |
= (. Thus we have
x-DE*-x+1)=0
Now roots of x> — x + | =0 are non-real.
Then equation ax* + bx + a = 0 has both roots common with
x*—x+1=0. Hence, we have '

or a+b=0

Concept Application Exercise 1.6

1, Ifx* +ax+be=0and x* + bx + ca =0 (a # b) have a common
root, then prove that their other roots satisfy the equation
X+ex+ab=0.
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2. Find the condition that the expressions ax® + bxy + ¢y* and
ax*+ b xy + ¢ y* may have factors y - mx and my — x, respec-
tively.

3. Ifa, b, ce Randequations ax* + bx +c=0and ¥* + 2x + 9
= () have a common root, then find a:b:c,

4. Find the condition on a, b, ¢, d such that equations 2ax® + bx*
+ cx +d =0and 2ax* + 3bx + 4¢ = 0 have a common root.

5. Let flx), g(x) and h(x) be the quadratic polynomials having
positive leading coefficients and real and distinct roots. If each
pair of them has a common root, then find the roots of f{x)

+ glx) + hix)=0.

RELATION BETWEEN COEFFICIENT AND ROOTS
OF n-DEGREE EQUATIONS
= Letaand f be roots of quadratic equation ax® + bx + ¢ =0,
Then by factor theorem
ax*+bx+c=alx—a) (x—pf)
=a(x* - (a + Bx + aff)
Comparing coefficients, we have
o+ f=-bla and aff = cla
* Leta, f3, y are roots of cubic equation ax* + bx* + cx +d =
0. Then,
a+bx*+ex+d=alx—a) (x—=F) (x—»)
=a(xX = (a+ f+px+ (af
+fy + ay)x—afy)

Comparing coefficients, we have

a+f+y=-bla
af + By +ay=cla
offy = —dla

« Ifa. .y, 6 are roots of ux* + hx* + cx* +de+ e=0. then
a+pf+y+d=-bla
aff +ay+ad + By + fé+yd =clg
(sum of product taking two at a time)
afly + Byd + yda + daff =—dla
(sum of produetitaking three at a time)
afyd = ela
In general, if o, a,, a,, ..., @, are the roots of equation ¢ x”
tax"'+ax"+ - +a_x+a =0,then sum of the roots is

o
A+, +a + o =
L 4 v " ('|
1]

Sum of the product taken two at a time is

0,0, + 00y +---+cx.a,ll
a.
e OO+ OO, = —

sk,

=1

Sum of the product taken three at a time is —a,/a, and so on.
Product of all the root is

a
0,0, ... ¢, =(=1)" -
- "
dy

Note:

* A polynomial equation of degree n has n roots (real or
imaginary).

» Ifall the coefficients are real then the imaginary roots
occur in conjugate pairs, i.e., number of imaginary
roots is always even. _

» If the degree of a polynomial equation is odd, then the
number of real roots will also be odd. It follows that at
least one of the roots will be real.

SOLVING CUBIC EQUATION

By using factor theorem together with some intelligent guess-
ing, we can factorise polynomials of higher degree.
In summary, to solve a cubic equation of the form ax® + bx®
+ex+d=0, '
1. obtain one factor (x —<@) by trial'and error
2. factorize ax® +b+ cx+d=0as (x—a)(h® + kx +5) =0
3. solve the quadratic expression for other roots

If @, 5, y are the roots of the equation

Example 1.120 |
x* + 4x + 1= 0, then find the value of (& + £)" + (f + y)*!
+(y+ayh

Sol./For the given equation o + 8 + y =0,
o ¥ fy+ay=4, affy=-1

Now,
(a+B)"'+ B+ +G+a)y' =(="+ (o) + (=)'
__op+pyroay
afy
_ 4
R
=4

Let a + iff (@, f € R) be a root of the

equation x* + gx +r =0, g, r € R. Find a real cubic equation,
independent of « and f, whose one root is 2a.

Sol. If @+ iff is a root then, a — iff will also be a root. If the third
root is y, then
(a+if)+(@—if)+y=0
= y=-2a
But y is a root of the given equation x* + ¢x + r = 0. Hence,
(20 + g(-2a) +r=0
= (2ay+49Ra)-r=0
Therefore, 2a is a root of ¥ + gt — r = 0, which is independent
of o and f3. '

In equation x* - 2x* + 4x? + 6x — 21 = 0 if

Example 1.122 |
two of its roots are equal in magnitude but opposite in sign,
find the roots.

Sol. Giventhata+f=0buta+ £+ y+ d=2. Hence,
y+d=2
Let aff = p and yd = ¢. Therefore, given equation is equivalent
to (x* + p) (x = 2x + g) = 0. Comparing the coefficients, we get



p+qg=4, —2p=6,pg=-21 Therefore, p=-3, q 7 and they
satisfy pg = —21. Hence,
(2 =3)P-2x+7)=0
Therefore, the roots are ++/3 and 1+ iy/6. (where i = V=1)
[SCCBPER Solve the equation x* - 13x* + 15x + 189
=0 if one root exceeds the other by 2.

Sol. Let the roots be @, a + 2, f. Sum of roots is 2a + f+2 = 13.
B=11-2a (1)
Sum of the product of roots taken two at a time is
alee +2) + (a+2)f + fa=15

or

a4 2a+2(a+ 1)f=15 2)
Product of the roots is

af(a+2)=-189 3)

Eliminating £ from (1) and (2), we get
@ +20+2a+1)(11-2a)=
or
302 —20a-7=0
(@—T) Ba+1)=0
|

a="Tor ——
3

35
B=-3,%

Out of these values, a = 7, f/ = -3 satisfy the third relation
af(a +2) =-189. ie., (-21)(9) =-189. Hence, the roots are 7,
7+2,-30r7,9,-3. '

REPEATED ROOTS

In equation fix) = 0, where f{x) is a polynomial function, and
if it has roots a. a, f. ...
equivalent to (x—a)*(x—f3) -+
that f/(x) = 0 or 2(x — a)[(x - f) -
(x—a)2{(x=f) -~} + x=a){(x=p) ---}] =0 hag root .

Thus if a root occurs twice in equation then it is cemmon in
equations f{x) =0 and f'(x) = 0.

Similarly, if root a occurs thrice in equamm then it is
common in the equations flx) = 0 f (.r) 0 and f" ) = 0.

Example 1.124 [[SEAEEFE faaetor ﬂf order m of the poly-
nonfﬂalf(x) ofdegree n (1 <m <n), then find the polynomials
for which x = ¢ is a root.

Sol. From the given information we have flx) = (x — ¢)"g(x),
where g(x) is polynomial of degree n —m. Thenx— ¢ is common
root for the equations fix) = 0. f'(x) =0, fA(x) =0, ..., "~ '(x)
= (), where f"(x) represents /" derivative of fx) w. l,t A

RSCUNCRRPER Ifax’+bx*+cx+d =0andax’+bx’
+ex+d, = 0 have a pair of repeated mots common, then
prove lhat

3a, 25 ¢

3a, 25, c, =0

ab —ab, ca,—cay dia,—d,a,

or ¢ is a repeated root, then flx) = 0 is
=0, from which we can conclude.
J4 (x—a)lfx-p) ---]"=0or

Number System, Inequalities and Theory of Equations  1.33

Sol. Ifflx)=ax’+bx*+cx+d =0hasroots @, a. fi, then g(x)
= a2x3 + bx* + c,x + d, = 0 must have roots a, a, J. Hence.
acd’+ba*+ca+d =0 (1)
a,e’+ bo* +ca+d,=0 (2)
Now, aisalsoarootofequations f'(x)=3a x*+2b x+c =0and
g'(x) = 3ax* + 2bx + ¢, = 0. Therefore,
a0 +2ba+c =0 (3)
3arx +2ba+c,=0 4)
Also, froma x(l)—a x (2), we have _
(azbl albz)a + (Clal‘ &y Ja * dlaz'_ ds“i =0 (5)
Eliminating a from (3), (4) and (5), we have

3a, 2b () .
3a, 2b, o5 =0
ab-ab, cay—ca da,—dya

—fzoncept Application Exercise 1.7 }-—

. If b* < 2ac, then prow: that ax’ +b;t +ex + d'= 0 has exactly
one real root.

2. If two roots of x* ~ ax’ #bx~ c =0 arc equal in magnitude but
opposite in signs, then prove that ab = c.

3. If @, ff and y are the roots of x* + 8 = 0, then find the equation
whose roots are @, ° andy”.

4. If a, f, y areithe roots of ‘the equation x* — px + g = 0, then
find (he cubic equation whose roots are /(1 + a), f/(1 + ff),
Y1498 ™

5. If the roots of equation x* + ax* + b=0are a,, @, and a, (a, b #
“0), then find the equation whose roots are

0,0 + 040,

006014

G0, + 00 0500 + OG0

0000ty 040501y

QUADRATIC EXPRESSION IN TWO VARIABLES

The general quadratic expression ax® + 2hxy + by’ + 2gx + 2fy
+ ¢ can be factorized into two linear factors. Given quadratic
expression is

ax’ + 2hxy + by’ + 2gx+ 2fy + ¢ (N
Corresponding equation is

ax’ + 2hxy + by' + 2gx + 2fy + ¢ =0

ar
ax>+ 2(hy + g+ v + 2+ e =0 (2)
_ =2(hy +g): 4y + g) — dalby’ +2fy +¢)
' 2a
s _=(hy+p)t Jf:z}fz + g2 +2ghy — .fr!;[\:2 = 2afy —ac
a
=saxthyr+g= i\/hz_\'? +g" + 2ghy — aby? = 2afv - ac (3)

Now, expression (1) can be resolved into two linear factors
if (h* = ab)y* + 2(gh — af)y + g° — ac is a perfect square and /*
—ab > 0. But (" — ab)y* + 2(gh — af)y + g* — ac will be a perfect
square if
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